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Abstract—Keylogger is a dangerous device that can capture 
all word that typed on the keyboard. There are two kinds of 
keylogger, it is hardware and software keylogger. It is very easy 
to detect them because both of them already listed as a malware. 
There are a lot of antivirus application that can detect software 
keylogger and for the hardware keylogger, it is easily can be seen 
if there is a strange thing that attached to our computer. 
Kleptoware is one of the solutions to hardware keylogger main 
problem. Another problem comes when we want to take all data 
had been capture on the device, we must take the keylogger first. 
This paper discuss about how to gain data from a kleptoware 
autonomously with client-server design on a local area network. 
Result in this paper shows that data must be send at least had 
same file size with the buffer that already determine first. 

Keywords—autonomous sender, keylogger, kleptoware 

I.  INTRODUCTION 

Kleptoware is a hardware keylogger that hiding in a 
keyboard using Teensy USB, microcontroller with very small 
size. The biggest problem in hardware keylogger, which is 
easily seen when attached to a computer, can be solved.  There 
are two kinds of kleptoware, USB-type and PS/2-type. Both of 
those kinds, works correctly like any other keyboard, but it 
steal all of the keystroke that had been pressed[1]. 

 The biggest problem on hardware keylogger is the 
visibility of the keylogger itself. Now, for common people 
already understand if there is a strange device attached over the 
computer. The idea of the kleptoware is hiding a keylogger into 
a keyboard since a keyboard has space to implement other 
things inside. The secondary problem on hardware keylogger 
comes when we want to read all the data that have been typed 
over the keyboard. If we following the usual way to gain the 
data, we must secretly take the keylogger and read it in 
attacker’s computer. This problem also solved when 
autonomous system implemented on the computer.  

The focus in this paper is to implement and integrate an 
autonomous system can send the logged data that has been 
capture in the keylogger. The system that discussed in this 
paper covers a logged data that can be transferred from a victim 
to a chosen server and send it periodically and implemented 
over one-to-one communication method. Integration of 

autonomous system for kleptoware, make a kleptoware able to 
send data that had been captured to a chosen server. 

II. THEORY 

A. Penetration Testing 

In the basic concept, penetration testing has same meaning 
with hacking, but it is different if looked from other side. Main 
purpose in penetration testing is for early-detection in threat 
that own by a system. The result of this testing is useful for 
owner of the system to prevent a hacker that want to hack it. 
There are a lot of cases that make the system’s owner losses 
material and non-material things over hacking activities that 
attacked their systems. 

Penetration system needed by any corporation that hold 
criticals data such as finance data in a bank. The newest 
technology in banking system is internet banking. This feature 
uses internet and web as a protocol to communicate with 
customers. Since we cant control the internet, we must control 
the system in our area. Penetration system must be done at least 
twice in a year to avoid any mistakes. 

B. Keylogger 

Keylogger divided into two kinds, software and hardware. 
For each kind of keylogger, there are several weakness.In 
example, software keylogger detected by antivirus, hard to 
install, and so on. And for hardware keylogger, it is very easy 
to install, just plug the keylogger between computer and 
keyboard. It is very easy, but in this era, many people 
understand that there is something strange thing attach to their 
computer, and it is very hard when we must read the captured 
data. 

Development of hardware keylogger makes a keylogger 
works not only for captured keystroke, but also picture and 
video. Some company already sell a keylogger that can capture 
a picture and video from our computer’s screen[4]. This new 
type of keylogger, sold in the market freely. There is also a 
GPU-based keylogger that can store captured data on the 
GPU[7]. 



Keylogger can be impelemented in two-way of hacking, 
black hat and white hat. It can be include in the black hat 
category when it is designed and implemented, but it will 
included in white hat category when creating a detection and 
prevention system[6]. 

As said before, there is a big problem when implemented 
hardware keylogger. There are a step how to use a PS/2 
hardware keylogger[5] : 

1. Set up correctly your keylogger.  
2. Unplug the keyboard.  
3. Plug the keylogger to the keykeyboard. 
4. Replug the keyboard to the PC.  
5. Pray no one sees it. 

C. Kleptoware[1] 

Seen at the step of implementing the keylogger, at the step 
5, no one must not see the keylogger. The idea of kleptoware is 
how to make the keylogger definitely unseen. Kleptoware 
provides data capture on keyboard’s keystroke that typed. It is 
success in hiding hardware keylogger in a keyboard, proven by 
testing on visibility the kleptoware. The keyboard works 
normally but there are also affected in several ways to use the 
keyboard. There are some delay when held keystroke, key 
ghosting, and key jamming. 

 

Fig. 1. USB-type Keylogger[1] 

As shown in figure above, implementation of kleptoware in 
USB-type, need an additional device because USB can’t 
communicate easily with other device. It needs USB Host 
Adapter to work well and helps kleptoware to translate USB 
scan code into customized ASCII character[3]. USB-type 
Keylogger had a minor problem in keystroke delay, key 
ghosting and jamming, but for overall USB-type runs well. 

D. Winsock 

Transferring data between client and server needs a way of 
communication, in this case it used an IP communication to 
transfer logged data. It used TCP/IP protocol to communicate. 
Communication between client and server can be implemented 
by using windows socket API, or usually called winsock. 
Socket is to transport endpoint, it used to send and receive data. 

Process on the server side more complex than the client 
side. It can be seen in fig.2, on the server side, the socket must 
be bind first, and must listen the connection and accept 
whenever there is a connection from the client. In the client 
side, it should connect to server first, while server were 
listening for communication. After creating connection 
between client and server established, the communication 
began and client can send data to a server. 

 

III. SYSTEM DESIGN AND IMPLEMENTATION 

Design that proposed in this paper, provides autonomous 
sender from kleptoware and it designed only use one targeted 
computer and send it into a server which is still in one local 
area network. Fig 3. Shows about the system design that 
proposed in this paper.  

 

Fig. 2. WinSock client-server interaction[2] 

 

Kleptoware itself works using extra small microcontroller 
called Teensy USB and add a MicroSD Card Adapter. It can 
store all the data that had been captured when any keystroke 
were hitted and stored all in a MicroSD card. Kleptoware 
implemented in target’s computer secretly with swapping the 
real keyboard with the kleptoware. When target hit the 
keystroke, the kleptoware save all the keystroke that hit in its 
internal storage. The autonomous system detect whether there 
is a data log that captured in the kleptoware or not. If there is a 
data log, the autonomous sender will send it into local server in 
the network. 

 

Fig. 3. System Design 

This is an example of data log that captured by the 
kleptoware. Kleptoware can record any keystroke that typed in 
the keyboard, include all the supporting button in the keyboard 
such as, backspace, enter, etc. 



 

Fig. 4. Example recorded data 

As shown from the captured data above, this kind of data 
that will send into a server periodically using the feature of 
winsock. The type of data that stored in kleptoware is a txt file. 
This file that will be sent to server. The process of sending and 
receiving can be seen at Fig. 4.  

 

Fig. 5. Autonomous Send and Receive Process in Client and Server 

 These are steps for server’s program :  
1. Initialization WSA 
2. Creating socket 
3. Binding socket 
4. Listening socket 
5. Accept connection 
6. Send and receive data – recv(), send(), recvfrom(), 

sendto() (In this program, server activated recv() 
function) 

7. Disconnect 
 
 
 

These are steps Client’s Program : 
1. Initialization WSA 
2. Open Socket 
3. Create connection to server 
4. Send and receive data (in this program, client act as 

sender and send the data periodically to the server) 
5. Disconnect 

 
These autonomous process had a limitation with size of a 

file captured. It’s limited due to buffer size that use. If the file 
size more than buffer size, sending process will be interrupted 
and at the server, received file will be different from client’s 
file. These figures below describe the implementation of client 
and server program. 

 

Fig. 6. Implementation of Client’s Program 

 

Fig. 7. Implementation of Server’s Program 

IV. RESULTS AND ANALYSIS 

Due to limitation of buffer size, data that captured will be 
changed into random data that can be reached the limitation file 
size. At Fig. 7 shows us logged client’s data that changed into 
some text. This file will be sent to server periodically. Fig. 8 
shows the client’s data at the server side, before the program 
runs, the file at the server still empty. Buffer size in this case is 
using 4096. 

20[KEY_BACKSPACE][KEY_BACKSPACE][KEY_B
ACKSPACE]testersccccv.txta[KEY_DELETE]snippingc
oba1[KEY_ENTER] 
how w[KEY_BACKSPACE]make 
runtime[KEY_BACKSPACE][KEY_BACKSPACE][KE
Y_BACKSPACE][KEY_BACKSPACE][KEY_BACKS
PACE][KEY_BACKSPACE][KEY_BACKSPACE][KE
Y_BACKSPACE] run 
prog[KEY_BACKSPACE][KEY_BACKSPACE][KEY_
BACKSPACE][KEY_BACKSPACE]visuvisual studio 
program without visual sr[KEY_BACKSPACE]tudio 
runtime[KEY_ENTER] 



 

Fig. 8. Logged Client’s Data 

 

Fig. 9. Empty Client’s Data on The Sever 

When the application on client’s side runs, it will 
automatically send the data periodically. Seen at Fig.9 server 
already received data from client. This first file received 
completely because the file size under the buffer size. 

 

Fig. 10. Received Client’s Data on The Server 

As long application on client and server run, the data will 
always updated. More text typed in client, more text will be 
sent to server. Seen at Fig. 10, described any update on client 
side and it will be affected at server side (Fig. 11). Server will 
received data that already added  at the client side. 

 

Fig. 11. Additional Logged Client’s Data 

 

Fig. 12. Autonomous Update Received Client’s Updated Data 

At Fig. 11, all the data from client will be received, because 
buffer size that set at application is 4096, and the data is less 
than 4096. With buffer size 4096, it is equal 100 times using 
username and password with 20 character for each. In this 
research, testing the buffer size threshold. Fig. 12, shows us the 
example captured data that had size more than the buffer size. 

 

Fig. 13. Captured Data more than Buffer Size 



 
Fig. 14. Captured Data Received more than Buffer Size on Server 

The result shows at Fig. 13, error happened at file in the 
server. Data from client is different from data at the server. 
Result in the server, shows data at client must have less size 
from buffer. At table 1., there are some further testing in file 
size. Testing number 16, had same size with buffer that already 
set in early testing (4096), and the result is success. Testing 
number 17 and above, shows that the sending process is failed, 
which means the received data in server is not same with 
client’s data. 

TABLE I.  FILE SIZE TESTING 

No 
File Size 
(Byte) 

Status No 
File Size 
(Byte) 

Status 

1 50 Success 11 1000 Success 

2 150 Success 12 1500 Success 

3 200 Success 13 2500 Success 

4 300 Success 14 3000 Success 

5 350 Success 15 4000 Success 

6 400 Success 16 4096 Success 

7 450 Success 17 5000 Failed 

8 500 Success 18 6000 Failed 

9 700 Success 19 7000 Failed 

10 900 Success 20 8000 Failed 

 

V. CONCLUSION 

In this paper we implement a autonomous sender system 
into a kleptoware. With this ability, a kleptoware can send the 
captured data itself, and done it periodically. Results of testing 
and analysis shows that the autonomous sender can works 
perfectly as long as the file size of captured data smaller than 
the buffer that used in the application (in this case the buffer 
sets at 4096). Every update in client’s side, can be seen in the 
server’s side also. The limitation can be avoided when size of 
buffer set in bigger size. 
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Abstract—As a natural limited resources, the radio frequency 
spectrum should be managed and used as efficiently as possible. 
The Government as regulator has a responsibility to manage and 
regulate the spectrum to prevent interference. One example of 
the many problems in Indonesia that must be solved is the 
spectrum in 2.1 MHz frequency band for 3G services. The 
CDMA 2000 and UMTS system occupy adjacent band and that 
very potential to cause interference each other. The CDMA 2000 
downlink channel which is separated by only 3.125 MHz guard 
band, have the potential to interfere the UMTS uplink channel. It 
is especially in the last channel with a center frequency of 1977.5 
MHz. In this paper we evaluate an interference that occur 
between the two system by computer simulation and 
experimentally measurement. We propose three methods to cope 
with this problem, namely spectrum segmentation with sufficient 
separation band, geographical separation, and additional filters 
on the BTS. Antenna spatial isolation method is also used so that 
both systems can operate co-location in which the level of the 
interference is acceptable. With the arrangement of the antenna 
vertically by 1,1 meters separation, the additional attenuation of 
15.2 dB can be obtained to reduce interference. 

Keywords—Interference, UMTS, CDMA 2000, 2.1 GHz band, 
minimum separation distance 

I.  INTRODUCTION 
In the evolution of  communication technology, different 

types of technologies may be deployed in adjacent frequency 
bands. For example in cellular communication technologies, 
IS-2000 or CDMA 2000, operating in the PCS-1900 band and 
WCDMA (UMTS) operating in the IMT-2000 band. In 
Indonesia, CDMA 2000 and UMTS are deployed in the 
adjacent frequencies in 2.1 GHz band by goverment regulation 
as describe in Fig. 1. The CDMA 2000 system occupied 
frequencies from 1903.125 MHz to 1910 MHz (uplink) paired 
with 1983.125 MHz to 1990 MHz (downlink) and the UMTS 
system occupied frequencies from 1920 MHz to 1980 MHz 
(uplink) paired with 2110 MHz to 2170 MHz (downlink). 
There are several possible interference that can occur between 
CDMA 2000 and UMTS system. The worst case scenario is 
adjacent channel interference between BS CDMA 2000 
transmitter and Node B UMTS receiver, which are separated 
with 3.125 MHz guardband. There are several ways can be 
done to prevent interference in both systems, such as spectrum 
segmentation with sufficient guarband [1][2], geographical 
separation [1][4][5][6], additional filters on both BTS 
[4][5][7], and antena spatial isolation [4][5]. 

 To analyze the interference, the study was conducted 
geographical separation method and antenna spatial isolation 
method through statistical simulation based on Monte Carlo 
method. The geographical separation method was needed to 
obtain the minimum separation distance (MSD) between BS 
CDMA 2000 and Node B UMTS, where the interference was 
minimum. Meanwhile, the antenna spatial isolation method 
was needed to minimize the interference when the both 
systems co-located. 

 

II. SYSTEM DESCRIPTION 
This paper focus to analyze the interference between BS of 

CDMA 2000 transmitter and Node B UMTS receiver. 
Interference simulation was performed by using SEAMCAT 
(Spectrum Engineering Advanced Monte Carlo Analysis Tool) 
software where the value of technical parameter refer to the 
3GPP and 3GPP2 recomendation. 

The design of the simulation begins by modeling both 
system of UMTS (WCDMA) and CDMA 2000 in the 
simulator. Environment and propagation condition are then 
modelled to represent the real condition of the problem to 
calculat dRSS and iRSS as well as the probability of 
interference. Interference simulation process begins with 
creating the workspace and set the parameters of control 
simulation. Victim and Receiver Wanted modeling based upon 
parameters and technical specifications such as the level of 
sensitivity, bandwidth, antenna gain, direktifity of antenna and 
receiver susceptibility. Meanwhile, modeling of wanted and 
interfering transmitter is based on the distribution of power 
level, gain, antenna height and directivity. We use the 
propagation modeling based on Extended-Hata propagation 
model within urban and suburban environment. After 
modeling the receiver, transmitter, channel propagation, and 
environment, we then simulate scenario of the signal 
interference level between NodeB UMTS and BS CDMA 
2000. 

A. System Model 
The system model in the SEAMCAT terminology shown 

in Fig. 2. The victim link consist of Node B UMTS as the 
victim receiver, Vr and UE UMTS as wanted transmitter, Wt. 
The interfering link consist of BS CDMA 2000 as the 
interferer transmitter, It and MS CDMA 2000 as the wanted 
receiver, Wr. Vr received the desired Received Signal Strength  



 
 
 
 
 
 
 
 

Fig. 1  Spectrum of UMTS and CDMA 2000 in 2.1 GHz Band. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  The System Model in SEAMCAT terminology. 
 
 
(dRSS) from Wt, and the interfering Received Signal Strength 
(iRSS) from It. The difference between dRSS and iRSS is 
defined as the protection ratio or carrier to interference ratio 
(C/I) which is measured in dB. This ratio must be more than 
the required C/I threshold if the interference to be avoided. Or 
the iRSS must be less than the required unwanted received 
signal level. We also perform modification of parameters and 
simulation scenarios in order to get the most minimal 
interference level indicated by the level of high protection 
ratio (C/I). 
 

B. System Parameter 
As the victim, Node B UMTS simulated to receive signal 

on the last channel of the uplink band, i.e. at 1977.5 MHz with 
a bandwidth of 5 MHz, as shown in Fig.3. The parameters of 
UMTS system shown in Table I. The parameters refer to the 
technical specification of NodeB UMTS for calculation. BS 
CDMA 2000 in this evaluation act as an interferer which is 
simulated to radiate the interferer signal. In our case we 
consider that BS CDMA 2000 generate two kind of signal, one 
channel (SR-1) and three channel contiguous (SR-3) at the 
frequencies and bandwidth as described in Table II. These 
parameters refer also to the specification of CDMA 2000. To 
make our evaluation more reliable, the environment and 
propagation condition between the two systems are collected 
from the real condition in the field.   

 
III. METHODOLOGY AND SCENARIO 

In order to observe the level of interference perceived by 
the NodeB of UMTS, we use a statistical simulation model 
that uses Monte Carlo methods using SEAMCAT software. 
SEAMCAT applying simulation of random process by 
randomly taking values from a probability density function. 
The methodology and scenario that we consider in this paper  

 

 

 

 

 

 

 
 

 

 

 
Fig. 3  UMTS Uplink Channel and CDMA Downlink Channel. 

TABLE I  PARAMETERS OF UMTS SYSTEM. 

Parameter Value Unit 
Frequency 1977,5 MHz 
Bandwidth 5 MHz 
Node B Noise Floor -104 dBm 
Node B Rx Sensitivity -103 dBm 
Node B Antenna Gain 18 dBi 
UE Tx Power 21 dBm 
UE  Antenna Gain 0 dBi 

 

TABLE II  PARAMETERS OF CDMA 2000 SYSTEM. 

Parameter 
Value 

Unit SR-1 SR-3 
Frequency 1983,75 1985 MHz 
Bandwidth 1,25 3,75 MHz 
BS Noise Floor -104 -104 dBm 
BS Tx Power 43 43 dBm 
BS Antenna Gain 12 12 dBi 
MS Rx Sensitivity -116 -116 dBm 
MS Antenna Gain 0 0 dBi 

 

TABLE III  ENVIRONMENT  OF SIMULATION. 

Environment 
Parameter 

UMTS CDMA 2000 
Node B UE BS MS 

Urban 

Antenna 
Height 25 m 1,5 m 25 1,5 m 

Location Outdoor Outdoor Outdoor Outdoor 
Propagation 
Model Extended Hata 

Sub 
Urban 

Antenna 
Height 40 m 1,5 m 40 m 1,5 m 

Location Outdoor Outdoor Outdoor Outdoor 
Propagation 
Model Extended Hata 

 

are as follows. (a) Unwanted emissions, consisting of the 
spurious emissions and out-of band emissions (OOBE) of the 
interfering transmitter, that are represented by the Adjacent  



 

 

 

 

 

 

 

 

 

 
Fig. 4  Unwanted Emissions and Receiver Blocking Mechanism. 

 

Channel Leakage Ratio (ACLR) falling within the victim’s 
receiver bandwidth; (b) The receiver blocking power, a 
combination between the Adjacent Channel Selectivity (ACS), 
that refers to the filter receiver capacity to avoid unwanted 
emissions, and the blocking mode defined. The mechanism is 
illustrated in Fig.4 [8]. 

Interference will occur when the signal received by a 
receiver cannot meet the minimum value of C/I. To calculate 
the value of C/I experienced by the receiver, it is necessary to 
set statistics level of wanted and unwanted emission emission. 
Unwanted emission is assumed to come from another 
transmitter that transmits fall in a wide band receiver 
reception. When interference is introduced, the interference 
adds to the noise floor of the victim receiver. The difference 
between dRSS and iRSS is defined as the carrier to interference 
ratio or protection ratio, which is measured in dB. This ratio 
must be more than the required C/I threshold if the 
interference to be avoided. The Monte Carlo simulation 
methodology is used to check for this condition and records 
whether or not interference is occuring. 

The systems assumed operating in wide area base station. 
The emission mask used in the SEAMCAT simulator referring 
to the 3GPP and 3GPP2 recommendations. Wt emission mask 
refer to 3GPP recommendation in Table 6.10. [10]. It emission 
mask refer to 3GPP2 recommendation in Table 4.4.1.3-2.[11]. 
The receiver blocking of Vr refer to 3GPP recommendation 
[12]. 

Unwanted signal threshold (iRSS thd) is determind from the 
level of thermal noise floor (TNF) and the Node B receiver 
sensitvity degradation[4][5]. Thus the unwanted signal 
threshold is given by 
 
      ( )[ ] ][110log10 10/deg dBTNFiRSS radationySensitivitxR

thd +−=    (1) 
 

              ( ) ][log10log10 dBNFBKTTNF ++=             (2) 
  

where K denotes Boltzman constant, T denotes Room 
temperature (290 K), B is bandwdth (Hz), and NF is a Noise 
Figure (dB). The C/I  threshold defined as the difference 

between dRSS minimum (receiver sensitivity) and iRSSthd as 
expressed by 
 

                        ][dBiRSSySensitivit
I
C

thd−=                      (3) 

 
If the noise figure of receiver assumed by 3 dB and RF 
bandwith  is 5 MHz, then TNF  is -104.01 dBm. Considering 
the noise margin of 1 dB, the receiver sensitivity is taken -103 
dBm. Assuming  the receiver degradation is 0.4 dB, iRSSthd  
will be the -114.16 dBm, then the C/I thd  is  11 dB.  
 The scenario of simulation consist of non co-located and 
co-located scenario. Non co-located represented in Scenario 1 
and Scenario 2, meanwhile the co-located represented in 
Scenario 3. 

• Scenario 1  
The BS CDMA 2000 simulated to radiate one carrier at 
a frequency of 1983.75 MHz with a bandwith of 1.25 
MHz in the urban and sub-urban environment. There is 
no antenna arrangement on Node B or BS. The distance 
between BS and Node B changed gradually to obtain a 
minimum separation distance (MSD) on the value of 
C/I or the unwanted signals level required. 

• Scenario 2 
The BS CDMA 2000 simulated to radiates three 
contiguous carriers at a center frequency of 1985 MHz 
with a bandwith of 3.75 MHz in the urban and sub-
urban environment. There is no antenna arrangement 
on Node B or BS. The distance between them changed 
gradually to obtain a minimum separation distance 
(MSD) on the value of C/I or the unwanted signals 
level required. 

• Scenario 3 
The BS CDMA 2000 and Node B UMTS are placed 
co-location without any antenna arrangement. The BS 
was simulated as in Scenario 1 and Scenario 2 in the 
urban and sub-urban environment. The distance 
between UE and Node B changed gradually so that the 
received wanted signal level reaches the Node B 
sensitvity level. This scenario will obtained the 
coverage degradation of the Node B caused by the 
unwanted signals from BS. 

• Scenario 3 with Mitigation Methods  
In this scenario, the BS CDMA 2000 and Node B 
UMTS are placed co-location with an antenna 
arrangement. The vertically spatial arrangement [3] at 
the antennas required to obtain the additional 
attenuation to met the value of C/I or the unwanted 
signal level allowed.  
 

IV. SIMULATION RESULT AND ANALYSIS 
In scenario 1, wanted transmitter Wt (UE) is located at 

separated two conditions, namely close to the victim receiver 
position Vr (NodeB) and at the end of the coverage of the 
victim receiver in which the received signal level is  



   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6  Received Signals Strength of Scenario 1 and Scenario 2 in the Urban 
Environment. 

 
 
approaching the limit of its sensitivity level. Position of 
wanted receiver Wr (MS) is at the center of interfering 
coverage transmitter, (It BS), while the interfering transmitter 
position changed against the victim receiver to get the value of 
MSD. In this scenario, the position of the antenna on both 
systems is not determined. 

In scenario 2, wanted transmitter, Wt (EU) also put on two 
conditions, which is close to the victim receiver position, Vr 
(Node B) and at the end of coverage victim receiver where the 
received signal level approaching the level limit sensitivity. 
Position wanted receiver, Wr (MS) at the center of the 
coverage interfering transmitter, It (BS), while the interfering 
transmitter changed position change against the victim 
receiver to get the value of MSD. Are not done setting the 
position of the antenna on both systems. 

In scenario 3, the position of the victim receiver Vr (Node 
B) and the interfering transmitter It (BS) are simulated at the 
same location (co-located). The position of wanted transmitter, 
Wt (EU) is varied from the victim receiver. until the level of 
the received signal Vr approaching the limit level of 
sensitivity. Meanwhile, wanted receiver, Wr (MS) is located 
within the coverage of interfering transmitter, It (BS).  
 The result of Scenario 1 and 2 in th urban environment are 
shown in Fig. 6. The MSD, where the iRSSthd achieved, are at 
a distance of 800 meters for urban environment. The value of 
C/I is also observed and found to be 11 dB at that distance. In 
the Scenario 2, the MSD is observed at a distance of 700 
meters in urban environment. The value of C/I is obtained 11 
dB at that distance such as described in Fig. 7.  
 In Scenario 3, the unwanted received signal, iRSS is more 
than the iRSS thd. So, the Vr coverage radius has reduced from 
300 meters to 130 meters (SR-1) and from 300 meters to 145 
meters (SR-3). Scenario 3 simulation results, is shown in Fig. 
7 for urban environment. From the figure it can be seen dRSS 
received that level Vr approaches the sensitivity obtained in 
Wt against Vr distance is 300 meters. This distance is the 
radius of coverage of Vr against Wt when the absence of It. It 
is not meet the level of unwanted iRSS that the threshold value  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7  C/I of Scenario 1 and Scenario 2 in the Urban Environment. 
 

 
 
of -114 dBm, so Wt at a certain distance in Vr coverage will 
experience a call drop if the value of C/I does not meet the 
value of C/I threshold by 11 dB. 

We also observe the value of protection ratio (C/I) 
experienced by Vr is always greater than the threshold value 
of the C/I desired as described in Fig. 9. It because Wt near 
dRSS always greater than the value iRSS. Because the value 
of protection ratio C/I is much larger than the threshold value 
in these conditions the EU do not experience drop calls. The 
value of C/I threshold that is above 11 dB, is obtained on the 
condition of the distance between It to Vr of 700 meters or 
more. This means that the EU within the scope of Node B 
does not experience the drop call, if the distance BS to the 
Node B over 700 meters or more. So it can be concluded in 
this scenario is the MSD value of 700 meters. Identical with 
such previous simulation results, the value of protection ratio 
C/I experienced by Vr is much larger than the threshold value 
of the C/I of 11 dB, so that the EU does not experience this 
condition drop call. C/I threshold above 11 dB is obtained on 
the condition of the distance between It to Vr 1.35 km or 
more. This means that the EU within the scope of Node B 
does not experience the drop call, if the distance BS to the 
Node B over 1.35 km or more. So it can be concluded in this 
scenario the value of MSD is at 1.35 km. 

 
IV. CONCLUSION 

The frequency interference between UMTS and CDMA 2000 
systems in 2.1 GHz band ( in UMTS uplink channel at 1977.5 
MHz) may occur if the isolation between both systems not 
met, where the unwanted received signal level is more than -
114 dBm or the value of C/I  is less than 11 dB. Based on the 
simulation result, the minimum distance required to separate 
Node B UMTS from BS CDMA 2000 are 800 meters (SR-1) 
and 700 meters (SR-3) in the urban environment, and 1.7 km 
(SR-1) and 1.35 km (SR-3) in the sub-urban environment. 
When the Node B and BS co-located, the interference causes 
degradation of Node B coverage radius from 300 meters to 
130 meters (SR-1) and 145 meters (SR-3) in the urban  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  Received Signals Strength of Scenario 3 in the Urban Environment. 
 
 

environment, and from 825 meters to 310 meters (SR-1) and 
355 meters (SR-3) in the sub-urban environment. Interference 
mitigation methods by antenna spatial isolation with 1.1 
meters vertically separated will produce an additional 
attenuation of 15.2 dB which can reduced the unwanted 
received signal level when Node B co-located with BS. 
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Abstract–Digital television (TV) has been replacing analog 
TV in many countries. Content broadcasting applications 
therefore are developed widely including on the smart 
phone as the non-DVB enabler device. This paper aims at 
developing an application on the smart phone that receives 
program and transmits a request to the server as DVB-T 
transmitter. The target is to develop an application that 
allows smart phone interactively connected to DVB-T 
transmitter. As the first target we develop an android-based 
smart phone. We use DVB-T signal for downlink 
transmission and wifi for the uplink connection. This 
interactivity may include file sharing, polling, etc. using 
non-DVB enabler devices. Therefore the development of a 
system that can convert DVB signal into WiFi-IP based 
protocol signal is big challenge in this work. 
 
Keywords: DVB, RTSP, Mobile TV, ESG, polling, android. 
 
 

I. INTRODUCTION 

The development of television broadcasting services 
has reached broadcasting technology with digital. It has 
many standard that determined by various world 
organizations in its implementation. One is the standard 
of DVB (Digital Video Broadcasting) which is the 
standard of ETSI and is the standard choice for 
broadcasting in many countries in Europe. Mobile Digital 
TV was born from the desire of people to be able to 
watch live TV anywhere and at anytime. Through mobile 
broadcasting, the public can receive the information they 
need on the spot. Mobile broadcast can also fill in the 
spare time when you're relaxed. 
 Mobile digital TV (DTV) is also beneficial to the 
content providers. With mobile DTV, broadcasters can 
extend the range of the audience. By using mobile DTV 
content providers can change the start time Prime Time 
(Hours with the largest audience) from 7-8 hours a night 
when the audience arrived home from work to hours of 5-
6 pm when people are on the way home [1]. 
 However, in its application, Mobile DTV with DVB 
technology faced some problems. Most of the existing 
devices are non-DVB enabler devices. However they 
have a WiFi connection. Therefore, in order non-DVB 
enabler devices enjoying digital TV broadcast on their 
devices, we have to develop an application on both side, 
at the transmitter side and at the receiver side. We need a 
tool or system that can capture and convert DTV 
broadcasts that can be resumed as the WiFi signal and 
received on handheld device users. This tool is a tool for 
bridging between WiFi-DTV signal. Thus we can setup a 
way to continue the DTV broadcast signals to mobile 

devices using WiFi connection. Next should have been a 
platform for developing this system. If we look to the  
smart phone operating system (OS), the most widely used 
are Apple's iOS and Google's Android OS. Android so 
easily get references required and no additional fee is 
required to carry out development with Android. 
Additionally Android devices in the market quite a lot 
and covers various economic layers of both low-end 
devices such as mini smart phones to high-end smart 
phones and tablet. For this reason we use Android-based 
smart phone to develop our application.  

This paper aims at designing the software that is able 
to implement a system running in the platform of 
Android OS-based handheld device in receiving DTV 
broadcast via DVB technology. We also propose an 
application service that allows user to develop 
interactivity with the server. 
 
 

II. DVB AND SYSTEM ARCHITECTURE 

 Digital Video Braodcasting or DVB is an open 
international standard (open standard). DVB standards set 
by the DVB Project. DVB Project is an industry 
consortium with more than 270 companies. DVB-T is the 
DVB standard for digital terrestrial television 
transmission. DVB-T is able to bring the data rate is high 
enough. Usually some broadcast digital television 
broadcast can be done simultaneously and can also be 
included audio channels. Each transmission is called a 
DVB-T interface multiplex. OFDM (Orthogonal 
Frequency Division Multiplex) is used as an air interface  
in a DVB-T technology. 
 The modeling is based on some of the activities that 
constitute steps in developing the software. The steps 
include planning; implementation; testing; and 
evaluation. Those are iteratively executed to achieve the 
target as described in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Iterative development model. 
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Fig. 5 Level 2 data flow diagram of the development poll activity. 
 
 

 
 
 

Fig. 6  Data flow diagrams polling service feature. 
 
 

•  Can create an XML file that contains the user's 
choice and send through the socket programming.  

 
This activity starts by running the poll 7.2.1 screen. 

This procedure is used to display the poll to the user 
interface so that it can be seen. Poll screen gets input of 
data that has been read in the Read XML procedure. This 
data comes from ESG previously downloaded via FTP 
server. 

User input is received and the choice be entered for 
the procedure 7.2.2 Make XML where the procedure is 
formed XML-formatted files named poll.xml. This file 
will then be sent to the content server for processing. 
Then created a procedure called send files that served to 
send this to the delivery method poll.xml socket using 
TCP/IP. At the polling activity there is no data processing 
such as the calculation and determination of winners, etc., 
because it is done on the content server. 

Interactive communication is done by exchanging xml 
file. Attendance sends an xml file containing the choice 
to set up an ftp server. Furthermore, this file is processed, 
and the poll results are stored on the same ftp server. The 
audience then takes this xml file and then read the results 
of the poll. That is why the method of transmission used 
is FTP upload and FTP download. File exchange sub-
system is given in Fig. 6. 

To provide polling service feature, the server must be 
able to read files in xml format. The reason is that XML 
is a file format that can run on various operating systems. 
Xml is also a file format that can store information in a 
certain classification making it easier to transfer 
information between systems briefly. Besides being able 
to read the xml, the server must also be able to write an  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7  Application installed on the smart phone showing an 
interactivity. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  Video is being played on tablet. 
 
 
xml. It aims to store and transmit data computation and 
compilation of poll results to the ESG server. The 
essential elements that must be stored and transmitted by 
the content server is the channel number, the options on 
each channel, and most importantly, the amount of the 
poll results of each choice. For that, each channel has its 
own segment with the child provides options on each 
channel and has value in the form of the results of the 
number of voters that choice. Each channel can also be 
attribute contains a description of the channel or 
questions that will be polling about. 
 
 

III. INTERFACE AND IMPLEMENTATION 

Software that is being developed is called "Pocket 
TV" as described in Fig. 7. This naming is based on the 
original concept of making this software. At the testing of 
this software we use multiple devices with the Android 
operating system made by three different manufacturers. 
Through testing with a variety of different brands is 
expected to see the software compatibility across multiple 
platforms. Apart from the hardware side, there are also 
differences in the versions of the operating systems that 
run. Fig. 8 shows the video has been played by the tablet 
of Samsung Galaxy Tab 10.1. And also we can play the 
application on the ViewSonic ViewPad 10s that use 
Android OS version 3.0 Gingerbread. On other devices, 
we used a 2.2 version of Froyo. 

This application has high portability for all devices 
with platforms android. The requirement  of playing such 
a video was have a codec to play the video format mp4 
and have a processor of at least 524 MHz (the lowest 
test). At the reception of video from all video formats are 



tried (mp4, avi, flv, mp2) the most compatibility with 
various devices is MP4. While this application has been 
authenticated way to the Android platform OS version 
2.2 and above. 

RTSP is a protocol used to send data via streaming 
video. RTSP reception naming format is: rtsp: 
//192.168.1.100: 5544 / stream 

•  rtsp: // protocol is a reliable address 
•  To unreliable used rtpu: // 
•  192.168.1.100 is the IP address of the source 

video (content server) 
• : 5544 is the port used to control stream. 
•  /stream is a stream server path 

RTSP has two types of data sent. First there is the data 
packet itself containing data yan want to send. Secondly, 
the control message is a message that contains the 
settings controlling data flow and connections between 
host and client. Control of this message can be 
DESCRIBE, SETUP, PLAY, PAUSE, and teardown [4] 
In the RTSP connection, there are two types of data sent 
TCP and UDP. From 2504 bytes received, in the form of 
data is 2298 bytes. Overhead for controlling is the data 
packets until the termination of the formation of 
connections, including data residing on TCP. So the total 
on controlling overhead is 2504 bytes.Tipe second 
package is UDP. UDP the data contained on the video 
you want to watch by the user. In the UDP delivery also 
has overhead for routing, error detection, etc. Using 
wireshark obtained from 20617265 bytes sent by the 
server to the client, 20612527 bytes are data. So that the 
total overhead in the UDP for this session is 4738 
bytes.Maka total overhead is raised for the delivery of 
video for 5 minutes (20.612 kB) is 7242 bytes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. CONCLUSIONS 

 We have developed an application of interactive 
system based on DVB broadcast transmitter using non-
DVB devices. User devices have been designed to be 
able requesting some program or application that are 
provided by content server through ESG server. The 
program application installed inside the non-DVB 
devices is able to request program or content through wifi 
network, while receiving program from DBV transmitter 
using DVB standard protocol.  
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Network quality analysis is conducted to ensure the quality of the network by using certain parameters. 
This paper describes the measurement results of  Very Small Apperture Terminal/VSAT network 
quality in the District Internet Service Mobile Center or MPLIK which operated in the province of  
North Sulawesi. Network quality parameters that were being measured are bandwidth, delay, packet 
loss and upload and download. Standard measurement results using TIPHON version. Pointing the 
location of the sample, conducted at five different points in North Sulawesi region with a variety of 
geographical conditions, such as the highlands, coastal, dense location of the communication signals 
and other random location point. Network quality measurement results for various parameters indicate 
that MPLIK network quality is low or below standard TIPHON. 
Keywords: MPLIK, VSAT, Quality, Network 

1. Introduction 

The Government initiated MPLIK program 
(District Internet Service Mobile Center) using 
VSAT technology so that every community, 
especially those in the rural areas that were not 
being reached by conventional internet access 
can discover and use the internet. However, 
this program, in its implementation  have many 
complaints that are related to the quality of a 
given network. 

This paper presents the results of the 
research related to the quality measurement of 
the existing VSAT network in MPLIK which 
is operating in the province of North Sulawesi. 
As for the writing of this paper is intended to 
answer the following research problem: How 
are the quality measurement results of VSAT 
MPLIK network using bandwidth parameter, 
delay, packet loss and upload-download speed? 

The network quality measurement results, 
are expected to be a recommendation for the 
operators and policymaker stakeholders  of 
MPLIK program. 

 
1 Theories 

1.1 Mobil Layanan Internet Kecamatan 
Mobil Layanan Internet Kecamatan 

(MPLIK) is a mandate from Article 5 of the 
Decree of The Minister of Communication and 
Information Technology No. 
48/PER/M.KOMINFO/11/2009 on Internet 
Access Service Provider In the Subdistrict 
Internet Area of Universal Telecommunication 
Service, as amended by the Decree of the 
Minister of Communication and Information 
Tehnology No. 19 / PER / M.KOMINFO / 
12/2010.  

MPLIK is a synergy between KPU/ISO 
activity program with the Community Access 
Point (CAP), the providers target of 1,907 

MPLIK is being spread throughout Indonesia 
and there are 16 MPLIK that were shared in 
every regency/city in North Sulawesi. Inside of 
an MPLIK contains a 1.2 m VSAT antenna, 
modem HN 7700S, 6 pieces of notebook, 1 PC 
servers, switch, UPS (Unit Power Supply), 
DVD (digital video disc) player, chair, folding 
table, TV (Television) LCD (Light Emiting 
Dioda) and a generator to provide backup 
powers if the electricity from PLN (Perusahaan 
Listrik Negara) went off. [1] 

The topology being used in MPLIK is star 
topology, it can be seen in Figure 1 below. 

 
 
 
 
 
 
 
 
 

 
 
 

Gambar 1 Topologi Jaringan VSAT di MPLIK 

1.2 Very Small Apperture 
Terminal/VSAT 

VSAT (Very Small Aperture Terminal) is 
signal receiver station of the sattelites with a 
dish-shaped receiver antenna and a diameter of 
less than three meters. The main function of 
VSAT is to receive and send data to a satellite. 
Sattelite works for transmitting signals to  
another point of the earth. In fact, the VSAT 
dish antenna is facing a geostationary satellite. 
A geostationary satellite is a satellite that is 
always in the same position in line with the 
earth's rotation on its axis as it orbits the same 
point on the surface of the earth, and follows 
the rotation of the earth on its axis. 



 

1.3 VSAT Network Quality Parameters 
 

Network quality parameters being used in 
this research are: bandwidth, delay, packet 
loss, and upload and download. Bandwidth is 
the wide frequency range used by the signals in 
the transmission medium in sending or 
receiving computer network data. It is usually 
measured in bps (bits per second) or kbps (kilo 
bits per second). Whereas Upload and 
Download are the number of the VSAT speed 
for transmitting and receiving data. Delay is 
the time delay of data packet or the length of 
time needed for transmission from server to the 
VSAT hub. The types of delay which being 
measured on VSAT network is a. Propagation 
delay, is the amount of time it takes for the 
information signals to travel inside the 
communication media such as cable, fiber 
optic, microwave and satellite; b. Transmission 
delay, is the amount of time a system takes to 
pass a number of data packet and c. Delay 
queue, is the length of time a data packet needs 
before the packet is forwarded to its 
destination. The standardization according to 
TIPHON (Telecommunications and Internet 
Protocol Harmonization over Networks). 
 
Table 1. TIPHON Delay Standarization 

Category Delay 

Very Good < 150 ms 

Good 150 s/d 300 ms 

Average 300 s/d 450 ms 

Poor > 450 ms 
 
Packet Loss is packets lost during network 
transmission, or in other words, Packet Loss is 
the failure of the data packet from reaching its 
destination. For some possibilities of network 
overload, a collision in the network, as well as 
a disturbance in the hardware. 
Table 2 TIPHON Packet Loss Standarization  

Category Packet Loss 

Very Good 0 % 

Good 3 % 

Average 15 % 

Poor 25 % 

 
 
2 Discussion 

The research locations were conducted at 5 
sites in North Sulawesi that were determined 
randomly based on geographic conditions, they 

are Tomohon City as it is conditioned in 
highlands area, Sam Ratulangi University as it 
is conditioned in downtown of Manado city, 
Manado Coast as its condition in coastal areas, 
Sam Ratulangi Airports for it has high level 
activity of data communication, and Kayuwatu 
that has Blindspot condition. Blindspot can be 
interpreted as a blind spot, where the particular 
area is difficult to be reached by the network. 
The tools and materials that were used in this 
study are: 
a) an MPLIK, 
b) Axenet Tools software, a desktop-based 
application that can perform monitoring and 
measurement of a network, Axence NetTools 
can display the results in the form of a graph. 
The research of analyzing the performance of 
MPLIK VSAT network quality is using the 
NetWatch  tools of Axence NetTools, to 
monitor the network. 
c) Elnus Bandwidth Meter, which is a web-
based application that can perform bandwidth 
measurement of the network 
d) CBN Speedtest, which is a web-based 
application that can perform measurements of 
ping, upload and download from a network 
The data collection phases are: 
a) Preparation, preparing MPLIK equipments 
and software that will be used, including 
making a plan in determining the point of 
locations to collect data  
b) Pointing MPLIK VSAT antenna with 
satellite. Pointing is the earth station antenna 
alignment process towards the satellite position 
in order to get maximum signal. To be able to 
do the pointing, azimuth angle adjustments and 
elevation should be made. Azimuth angle is 
the angle that is created by rotating an axis that 
is perpendicular to the horizontal plane and 
clockwise, with north as the reference point 
(zero calculations). Whereas the elevation 
angle is an angle created by rotating an axis 
parallel to the horizontal plane, the horizontal 
plane as reference point (zero calculations). 
The first step of pointing the antenna is 
releasing the VSAT lock which is in the form 
of 1 piece bolt, bolt that is located on top of the 
MPLIK as well as making sure the LNB 
coaxial cable and BUC on VSAT are installed 
or not detached as these would greatly affects 
the installation process. 
 
 
 
 

c) After pointing is done, the next step is 
making an internet connection. If the Internet 
connection has occur then the next step is to 
start the process of collecting the network 
quality data by measuring the quality of the 



 

network. For the bandwidth measurement, the  
author were using ELNUS Bandwidth Meter 
tools, whilst for the data measurement of delay 
and packet loss were using NetWatch tools of 
the Axence NetTools software, and as for the 
uplink and download the author were using the 
tools of CBN Speedtest. Figure 2 shows the 
measurement results of the measuring 
softwares  

 
 

 
 
 
 
 
 
 
 

 

Figure 2 The measurement results using  Elnus 
BandwithMeter, Axence.netTools and CBN 

SpeedTest 
 

Measurement data were collected from the 
5 locations point, and then were compared to 
the standard measurement of TIPHON. The 
following table shows the results of the data 
analysis. 

 
 
 
 

Table 3 Bandwidth Analyis 

 
Table 4 Delay Analysis 

Location 

Delay 
(ms) Feasibility 

Min Max Aver
age 

 

 

Tomohon 
City 

760 967 876 Poor 

Sam 
Ratulangi 
University 

703 996 824 Poor 

Pesisir 
Pantai 
Manado 

696 1000 905 Poor 

Sam 
Ratulangi 
Airport 

675 964 790 Poor 

Kayuwatu 615 998 847 Poor 

 
Table 5 Analisa Packet Loss 

Location 

Packet Loss 
   

Feasibility Sent Loss % 
Loss 

Tomohon 
City 

15 3 20 Average 

Sam 
Ratulangi 
University 

35 18 51 Poor 

Manado 
Coast 

20 14 70 Poor 

Sam 
Ratulangi 
Airport 

26 11 42 Poor 

Kayuwatu 435 334 77 Poor 
 
 
 
 
 
 
Table 6 Upload and Download Analysis 

Location 
Available 

Bandwitdh 
 (Kbps) 

Bandwitdh 
Measurement

(Kbps) 
Tomohon City 256 211.80 
Sam Ratulangi 
University 256 220.90 

Manado Coast 256 159.80 
Sam Ratulangi 
Airport 256 213.40 

Kayuwatu 256 178.40 



 

Location 
Available 

(Kbps) Measurement 

Up Down Up Down 
Tomohon 
City 

256 256 159 193 

Sam 
Ratulangi 
Unversity 

256 256 218 136 

Manado 
Coast 

256 256 136 168 

Sam 
Ratulangi 
Airport 

256 256 215 207 

Kayuwatu 256 256 132 76 
 
 
3 Conclusions 
The conclusion that can be drawn are as 
follows: 
The results of bandwidth, delay, packet loss, 
upload and download analysis on MPLIK 
VSAT network in North Sulawesi are as 
follows 
Bandwidth Analysis: The result of bandwidth 
measurement in the research of MPLIK VSAT 
network quality performance analysis, either in 
the morning or afternoon were still below the 
available bandwidth on the MPLIK VSAT 
network  which is below 256 Kbps, but visibly 
the difference is not too distant, so it can be 
concluded that the bandwidth on the MPLIK 
VSAT network is good enough. 
Delay Analysis: Measurement results for delay 
in the whole area, both in the morning and 
afternoon were not feasible following the 
TIPHON standardization. 
Packet Loss Analysis: The measurement result 
for packet loss on the entire area both in the 
morning and afternoon were not feasible  
following TIPHON standardization. 
Upload and Download Analysis: The 
measurement results for upload and download 
in the research of MPLIK VSAT network 
quality performance analysis, in either morning 
or afternoon were still below the uploads and 
downloads that are available on MPLIK  
VSAT networks which is below 256 Kbps and 
also there are some data below 100 Kbps. The 
visible difference is quite distant, meaning that 
it can be concluded that the upload and 
download of the available MPLIK VSAT 
network were poor. 
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This research consists of a classification system to determine 
the adult and benign image. Adult image in this research was 
defined as image that is perceived as pornographic by Indonesian 
people. The method in this research combines face detection and 
HS skin color detection on an image. Face detection is done by 
using the Viola-Jones method. After face detection process, skin 
detection is performed on the image. Based on the results of face 
and skin detections, a set of features is extracted and inserted into 
the classifier. The classification used in determining adult or 
benign image will be based on the percentage of face area in the 
image, the position of face in the image, and the percentage of the 
skin color in the image. For each feature, the threshold value is 
defined in this research. The results of the classifier is whether an 
input image is benign or adult images. From 30 sample images, the 
classification process classifies 5 pieces of images as benign 
images and 25 images as adult images. False positive rate are 2 
images and false negative rate is 1 image  with the accuracy of 
90%.  

 
Keywords - Face detection, Viola-Jones method, Adult image. 

I. INTRODUCTION 
Image is a combination of points, lines, shapes, and colors 

to create and imitation or replica of a physical object or item 
(humans, animals, plants, ect) [19]. Along with the 
development of graphics technology, image are fully utilized 
for the welfare of mankind. However, on the other side, can 
also be a destructive force moral and human behavior, 
including a negative image as a pornographic image or adult 
image. Definition of pornographic images are very difficult to 
be interpreted because pornographic images that contain a lot 
of sense perception depends on each person. Indonesian 
Crime Law does not explain the definition of pornographic 
image clearly and detailed. In Major Indonesian Dictionary, 
pornography is defined as the depiction of erotic behavior 
with a painting or image to arouse desire. But the desire of 
stimulation can be very subjective, depending on the views of 
the beholder.  

Pornographic image has penetrated the public, especially 
students. In general, students who are mostly young people 
have a tendency to try new things and his curiosity is very 
high. It is found in many cases that the pornographic images 
can lead to negative behavior and criminal sexuality, as well 
as to damage students’ moral and mental. Therefore we need 
an action to restrict and inhibit the expansion of the 
pornographic or adult images in order not to be freely enjoyed 

by the general public as well as to protect society from these 
images that can damage behavior, mental and moral society, 
especially of the youths/students. One of the actions is 
classifying the images that are accessed via the internet using 
digital image processing with human face and skin detection 
method. In the last few years, many image processing 
methods used to detect human face in a frame. The detection 
of human face is very important in the development of digital 
image processing. From a face image, many features can be 
obtained, such as eyes, nose, and mouth features. Even the 
number of faces in a frame can be calculated. These kind of 
researches have been carried out with the advantages and 
disadvantages.  

Currently, applications that use the face detection has been 
developed. Face detection can be done in various methods, 
one of them is using the Viola-Jones method, which combines 
support vector machines, boosting algorithms and cascade 
classifier [17]. This method is applied to a digital image, to 
obtain position of the face in the image. These methods get 
results quickly, accurately, and efficiently than other face 
detection methods [Viola et al, 2004]. Viola-Jones method is 
the mostly used algorithms to detect faces recently. 

This research designs classification system to determine the 
adult and benign image. This is performed using a 
combination of face detection using Viola-Jones method and 
skin color detection based on Hue and Saturation values (HS). 
Sample images from this research of 30 which taken from the 
internet. Sample images is limited to only have one face with 
the position of the face image is upright (frontal), not 
hindered in part by another object, not a lot of cut, and did not 
move. 

II. THEORY AND BASIS LITERATURE REVIEW 
A. Literature Review 

Research on the classification of adult images was 
performed by Ries et al. (2015) using the three groups in the 
approach to the introduction of adults among which the color-
based approach, the approach shape information, and local 
feature descriptors [4]. Wijaya (2015) describes the 
pornographic image is an image containing the genital 
element of the human body that are affected by the pose, 
lighting and backgrounds variations. the method used is 
combining the the scale invariant descriptor of skin region of 
interests (ROIs) of pornographic images [5]. Chan et al. (1999) 



which used skin segmentation algorithm and succeeded to 
automatically detect pornographic image [1]. Similar research 
was developed by Lin et al. (2003) by designing a system to 
detect pornographic image  by using knowledge of correlation 
in skin and non-skin regions [6]. Then followed by Qing-Fang 
et al. (2004) by promoting pornography detection through a 
hybrid approach to discriminate benign image from the adult 
image by combining face and adaptive skin detections [8]. 
Zheng et al. (2004) using skin detection detection of adult 
images that appear in Internet. In this research Skin detection 
is of the paramount importance in the detection of adult 
images. They build a maximum entropy model for this task 
[9]. Mean while, Wang et al. (2005) conducted a research in 
detecting and filtering pornographic images and compared 
them with bikini images [12]. Hu et al. (2007) conducted 
similar reasearch about the introduction of pornographic Web 
pages through text and image classifications [14]. Agbinya et 
al. (2007) used a modeling value (HSV) for human skin color 
segmentation and detection of pornographic images to 
classify the human skin color in HSV space [15]. In this 
research, the previous research by Qing-Fang et al. (2004) is 
continued by designing a more detail classification system of 
adult and benign images. This is done by employing a 
combination of Viola-Jones face detection and skin color 
detection based on the color of HS value states.  

 
B. The Theory 

1. Face detection 
Face detection is a problem of pattern classification where 

the input is images and the output is class label of those 
images. There are two class labels, face and non-face. Face 
recognition techniques is performed by the assumption that 
the face data possibly has the same size and background. In 
the real world, this assumption is not always valid because the 
face can appear in various sizes and positions with varied 
backgrounds [10]. Face detection is more important. This is 
why the face detection is put as the first step before face 
recognition process. Research fields related to face processing  
are: 

• Face recognition is to compare the input face image 
with a database face and find the face that best 
matches with the input image. 

• Face authentication is testing the 
authenticity/similarity of a face with the face of data 
that has been entered previously. 

• Face localization is the face detection but assuming 
there is only one face in the image 

• Face tracking is approximate location of a face in the 
real time video. 

• Facial expression recognition is recognize human 
emotions. 

The challenges faced in the face detection problem caused 
by the following factors: 

• Position the face. The position of the face in the image 
can vary is upright position, tilt, turn, or viewed from 
the side 

• The components of the face such as mustache, beard, 
and glasses. 

• Facial expressions. Facial appearance is influenced by 
facial expressions, such as smiling, laughing, sad, talk, 
and etc. 

• Hindered other objects. A face image can be some 
hindered by other objects or faces, for example, the 
image contains a group of people. 

• Condition of image acquisition. The image obtained is 
strongly influenced by factors such as room light 
intensity, direction of light sources, and characteristics 
of the sensor and the camera lens. 
 

2. Skin Detection 
Skin detection is a process of finding the pixel or part of an 

image or a digital video that has a color (similar) the skin. The 
appearance of the skin on the image is very dependent on the 
lighting conditions. Humans are very good in identifying the 
color of the object in good lighting. But not necessarily with a 
computer, a new problem is how to detect the appearance of 
the skin with a variety of skin colors and different lighting 
conditions. Another challenge is the number of objects that 
have similar color to the skin such as wood, sand, hair and 
even clothing that have the same color skin. This makes 
difficult the skin detection. These problems can be minimized 
if the skin detection method is most suitable by analyze the 
results of any existing methods, to can be conclude that the 
best method  

The skin detection to filter content on the internet that 
image with image processing and deciding the feasibility of 
that image to be displayed after taking into account other 
considerations. If you are using a skin detection method based 
on color, skin detector must have a data form a variety of 
shades of color in various lighting conditions that can be be 
used as a reference to decide the appearance of the skin. Them 
adaptive method of thresholds that do not require the data as a 
reference. Adaptive thresholds method work is to find the 
optimum threshold and then eliminate or remove the 
background. 

III. METHODS 
In this section, we explain our approach to separate benign 

images from adult images by analyzing image content, 
starting with the overall architecture and followed by a 
detailed discussion of the main components. 
A. Overview 

The data used in the form of a sample image taken from the 
internet as many as 30 images. This research uses MATLAB 
R2010a and OpenCV library version 2.2 for classifying and 
separating adult and benign images. In this research, Viola-
Jones method is written as OpenCV library which is called by 
the developed program written in MATLAB R2010a. The 
Viola-Jones library also calls Haar library. 

Based on Figure 1, image samples are the input of the 
developed system. Then face detection process is then carried 
out to determine whether each image is of a human image or 
not. After getting the results of face detection process, skin 



detection process is performed on the images to determine the 
human skin area. Based on the face and skin detection 
processes, facial features and skin regions are extracted and 
then inserted into a classifier. Finally, the system determines 
whether each image is of adult images or benign. The overall 
system flowchart of this research can be seen in Figure 1. 

 

 
Fig. 1. Flowchart of research 

 
B. Viola-Jones Face Detection 

Face detection plays an important role in image 
classification in this research. Face detection process is 
carried out before the process of skin color detection. The 
face detection system uses Viola-Jones method, which has the 
advantages of fast and efficient in getting the facial region 
compared to previous methods of face detection [Viola et al, 
2004]. The process is done by reading each sample image in 
JPEG using MATLAB R2010a. The image is then fetched 
into Haar feature classification. The classification read Haar 
features written in XML and converts the XML file into 
Matlab file. After the conversion process, a Matlab file named  
haarcascade_frontalface_alt serves as a process to call and 
determine Haar features in each image to detect face. Haar 
features are the features used in Viola-Jones method which 
can also be called features of a square wave. To two 
dimensions is referred to as one bright and one dark. The 
existence of Haar features is determined by subtracting the 
average of pixels in dark areas of an average of pixels in the 

bright areas. If the value of the difference is above the 
threshold value, it can be said that the feature is there. Next to 
determine whether or not of hundreds of Haar features in an 
image at different scales and efficiently by using the Integral 
Image. Generally, the integration is to add small units 
simultaneously. The small units are pixel values. Integral 
value for each pixel is the sum of all the pixels from top to 
bottom. Starting from top left to bottom right, the whole 
image can be summed with some integer operations per pixel.  

Then to select the specific Haar features and to adjust the 
threshold value, we used a machine learning AdaBoost. 
AdaBoost combines many of weak classifier to make a strong 
classifier. by combining some of the AdaBoost classifier as an 
efficient filter circuit to characterize the image. The next stage 
of the cascade classifier. Filter in the cascade sequence is 
determined by the weight given AdaBoost. Filter with the 
greatest weight is placed on the first time, to erase the not face 
image as fast. During the classifying process, if there is one 
filter fails to pass an image area, the area it directly classified 
as non-face. But when the filter is missing an image area up 
through all the filters, then the area is classified as a facial 
image. The last stage of the display object has been detected 
on the face or not face, with a square mark if the object is 
considered as the face. 
C. Skin Detection 

Skin detection took part in this research. Because of a 
feature in determining the classification of benign and adult 
image, there are elements of skin detection in the image area. 
The first step skin detection is to read the facial skin samples 
based on result face detection process in previously by 
MATLAB R2010a. Next the skin sample RGB images are 
converted to form the Hue and Saturation (HSV). From the 
HSV value is then separated between Hue and the Saturated 
value. So we get the values of the color distribution in the 
form of HS, which can then be plotted on the 3D and 2D 
graphics. Threshold value using to determine the skin area on 
an image from the distribution of the skin of HS. The 
threshold values of skin color in this research refers to 
previous research [Still.J, 2007] who has determined in HSV 
color value is 0-11 for the Hue value and 20-70 for the 
Saturation value. the scale of each Hue and Saturation value is 
0-100. Then do the skin detection process in whole part image 
based on threshold values of Hue and Saturation.  

In the sample image will do the skin detection process, the 
first step to do is read the sample image by MATLAB R2010a. 
Then convert the RGB values image into HSV values. After 
getting the value of HSV, separated between the Hue and 
Saturation value of the image. The next step is to determine 
skin area by only selecting values within the rectangle skin 
range. 

 
skin=(s>s_range(1))&(s<s_range(2))&(h>h_range(1))&(h<h_range(2))  (1) 

 
Based on Equation 1, to determine the skin skin in an 

image is a combination of the S (saturation) value at the 
sample image is greater than the first threshold from 
saturation value and S (Saturation) value at the sample image 
is smaller than the second threshold from saturation value. 



The H (Hue) value at the sample image is greater than the first 
threshold value from Hue value and the H (Hue) value at the 
sample image is smaller than the second threshold from Hue 
value. Then the results of skin detection is displayed in the 
form of a binary image, a binary 1 for the skin area and binary 
0 for non-skin area. 

 
D. Feature Classification 

Face detection is beginning process of the whole method of 
this research, because the face is the most distinctive part of 
humans body. Detection of faces can allow the observer to 
form a hypothesis about the presence of humans in the scene 
and other measures can be taken to verify whether or not they 
are nudes. Detection of skin area in image also affect the 
decision to determine the adult image and benign image.  

We empirically choose three features for benign or adult 
image classification. These features are all related to face:  

1. Face area: the area of face regions. Images in which 
face regions cover too much area may be full-face 
portraits. We define K1 in Equation 2: 
 

  1                       (2) 
 

2. Face position: This feature classifies the image that 
displays in the middle of the face in general is benign 
image. We defined the value of x1 and x2 is the 
threshold distance of the center of image pixel x. The 
value of y1 and y2 is the distance threshold y pixel 
image center, then Equation 3 can be defined as 
follows: 

  x1<Distance center face x<x2,                (3) 
  y1< Distance center face y<y2 
 

Equation 3 shows the face position is in the 
threshold area the center of image.  
 

3. Comparison of skin: classification feature is the 
comparison between the number of skin area the 
image and the face area. So that in Equation 4 can be 
defined as the K3: 
 

           3                       (4) 
 

Based on three features, can be made whole in the 
form of decision tree classification. Figure 2 shows the 
classification tree shape composed of nodes. Node in the 
tree involves testing each feature and compare with a 
constant threshold value. At first go through the first 
classification feature is K1, if K1 is greater than the 
threshold value (T1) it was decided as a benign image, and 
if the result is smaller than the threshold value (T1) then 
passed to the classification second feature of K2. On the 
K2 if the center of the face is in the center of image area 
threshold (<T2) it was decided as a benign image. But if it 
is outside the threshold region (> T2) then continued to 
the classification feature of K3. This classification feature 

is a last classification decisions as adult or benign image. 
If the classification of K3 is smaller than the threshold 
value (T3) it was decided as a benign image, and if 
otherwise is classified as an adult image. 

 

K1 K2 K3

BENIGN IMAGE BENIGN IMAGE BENIGN IMAGE

ADULT IMAGE
Features <T1

>T1 <T2 <T3

>T2 >T3

 
Fig. 2. Classification scheme for determining the image adult 

 

IV. RESULTS AND DISCUSSION 
In the classification process adult images and benign 

images, face detection is performed before the skin detection 
process on the image area. This section show the results of 
testing of face detection using the Viola-Jones method. The 
following are faces images that have been detected as a face. 

  

 
Fig. 3. The results of face detection 

 
The whole image is detected an face image. The first stage 

of classification system is adult image, it requires face 
detection on first stage, to determine whether there is a human 
image or not. If there is no face in that image, so not 
considered a human image, so the image is said to be the 
direct a benign image. Face detection process is the initial 
determination of the image adult or benign image. Image of 
the sample in general is image with upright or near-frontal 
face because some image are not upright or not frontal face 
can not be identified face in the image. Therefore, upright 
position of the face / frontal or not, very influence the face 
detection process.  

The skin detection process becomes a role in the 
classification system of adult image and benign image. Skin 
detection is a factor in the classification of features that will 
determine the image adult or benign image. Image samples 
detected the existence of skin color on the overall image by 
giving binary classification of the image, and change to the 
binary color. Skin color samples obtained from the previous 
face detection process produces color distributions in the form 
of Hue and Saturation. The whole image sample performed of 



skin detection for the classification of adult or benign image. 
Here are the results of the skin detection process. 

 
 
 
 
 
 
 

Fig. 4. The results of skin detection in all areas of the image sample. 
 
The results of skin detection in this research are shown in 

Figure 4. Skin detection performed on the whole sample 
image, the end result of  skin detectin to change the sample 
image into a binary image, the skin color is assumed to be 
logic 1 and the non-skin color assumed a logic 0. At the 
beginning of the process of detection of the skin, change the 
pixel RGB (Red, Green and Blue) value the sample image 
into the HSV (Hue Saturation Value). Then separated 
between the Hue and Saturation value image. Next obtained 
the distribution of color images, which show in graphic form 
in 2D and 3D. Here is a 3D graphic color distribution on the 
sample 1. 

 
Fig. 5. 3D graphic color distribution on the sample 1. 

 
Based on the 3D color distribution, it can be shown also 

colors distribution in the form of 2D graphs with maximum 
scale of 100 to the Hue and Saturation values. 

 
Fig. 6. 2D graphic color distribution on the sample 1. 

Based on Figure 5 and Figure 6, the color distribution can 
be seen from sample 1, has a variety of colors (in HSV). The 
spread of colors in this image, dominates the value of 0-20 for 
the Hue and value of 0-100 for the saturation. Based on the 
spread of the distribution of these colors, then determined the 
threshold value to specify the skin color. Color range for the 
skin detection on the whole image is set based on the color 
distribution obtained from a sample image of the face 
detection. Based on the research [Still.J, 2007], skin color on 
skin detection process takes a Hue value of 0-11 and the 
saturation value of 20-70 as the threshold value is considered 
the color of human skin. 

The classification used in determining adult or benign 
image will be based on the percentage of face area in the 
image, the position of face in the image and the percentage of 
the skin color in the image. With each of these classifications 
have value threshold. Each classification has a supporting 
components among which are size of the image, size of skin 
pixel image,size of the pixel face and the distance to the 
center of the face image. So it can be combined in the overall 
classification feature with a sequence K1-K2-K3 to determine 
adult images and benign images. Here is the result of cascade 
classification in this research. 

 
TABLE I. Classification results  

No. 
Image 

Type of 
Image 

Classify Decision K1 K2 K3 
1 Adult 0.0174 > T2 38.1941 Adult image 
2 Adult 0.1539 > T2 2.6988 Adult image 
3 Adult 0.0377 > T2 6.0469 Adult image 
4 Adult 0.1069 > T2 3.8318 Adult image 
5 Adult 0.0534 > T2 7.0806 Adult image 
6 Adult 0.0440 > T2 7.4390 Adult image 
7 Benign 0.0368 > T2 4.4194 Adult image 
8 Adult 0.0174 > T2 32.1055 Adult image 
9 Adult 0.0372 > T2 4.2919 Adult image 

10 Adult 0.0809 > T2 3.9610 Adult image 
11 Adult 0.0200 > T2 16.8464 Adult image 
12 Adult 0.1566 > T2 2.4969 Adult image 
13 Adult 0.0151 > T2 29.8048 Adult image 
14 Adult 0.0737 > T2 9.1284 Adult image 
15 Adult 0.0793 > T2 4.4476 Adult image 
16 Adult 0.0376 > T2 14.1911 Adult image 
17 Adult 0.0247 > T2 22.1199 Adult image 
18 Adult 0.1623 > T2 3.2340 Adult image 
19 Adult 0.2216 > T2 1.9443 Benign Image 
20 Adult 0.1107 > T2 3.9555 Adult image 
21 Adult 0.0373 > T2 9.0514 Adult image 
22 Adult 0.0188 > T2 10.4988 Adult image 
23 Adult 0.1082 > T2 4.3571 Adult image 
24 Adult 0.1539 > T2 2.7687 Adult image 
25 Adult 0.1539 > T2 2.9751 Adult image 
26 Benign 0.2226 < T2 2.8631 Benign Image 
27 Benign 0.0226 > T2 8.0918 Adult image 
28 Benign 0.5493 < T2 0.8902 Benign Image 
29 Benign 0.1963 < T2 0.4960 Benign Image 
30 Benign 0.2538 > T2 0.0950 Benign Image 

 
TABLE I which is a result of combination three 

classifications For each feature, the threshold value is defined 
in this research. The results of are 5 benign images and 25  
adult images. False positive rate are 2 images and false 
negative rate is 1 image With the percentage of error 
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classification system are the difference between the total 
number of sample images and the number of correctly 
classified images which compared with the total number of 
sample images are 10%. With the percentage accuracy of 
classification system are 90%. 

 
V. CONCLUSION 

This research designing a classification system to 
determine adult images and benign images. The face detection 
method in this study using the Viola-Jones, which has 
advantages in quickly and efficiently compare other face 
detection methods. The weakness of the face detection system 
with this method are not able to determine the face not upright 
or not frontal face. The upright position of the face or not 
upright determine the success of face detection. Face and skin 
detection plays a dominant role in this method, where the 
results of the face and skin detection is a key element for 
classifiying the images an adult or not. The classification used 
in determining adult or benign image will be based on the 
percentage of face area in the image, the position of face in 
the image and the percentage of the skin color in the image. 
For each feature, the threshold value is defined in this 
research are T1 = 0:17, T2 = 30% of the center's image and 
T3 = 1. Percentage of accuracy system are 90%. 
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Abstract— Along with the rapid development of information 

and communication technology, there is need for network that 

can connect people without depending on fixed infrastructure. 

This type of network is called mobile ad hoc network (MANET). 

The main classes of MANET routing protocols are Proactive, 

Reactive and Hybrid. In this paper we compare performance of 

Reactive Routing Protocol by focusing on Ad Hoc On-Demand 

Distance Vector (AODV) and Dynamic Source Routing (DSR). In 

this paper our simulation tool will be NS2 Network Simulator. 

The performance of these routing protocols is analyzed by three 

metrics: delay, routing overhead and throughput, by varying the 

number of nodes and speed of nodes. The results show that 

AODV outperforms DSR in more stress situations, however DSR 

outperforms AODV in less stressful situations (smaller number of 

nodes and lower speed of nodes).   

Keywords— MANET, AODV, DSR, NS2, reactive routing 

protocol 

I.  INTRODUCTION  

Along with the rapid development of information and 
communication technology, there is need for network that can 
connect people without depending on fixed infrastructure. This 
type of network is called mobile ad hoc network (MANET). In 
infrastructure or ad hoc network each node is connected 
through wireless links. The main reason to deploy this kind of 
network is the flexibility and easiness of deployment. In 
MANET, the mobile nodes not only can receive and forward 
packets but also can act as a router, that’s why its need an 
efficient and reliable routing protocol to do those tasks. Unlike 
fixed-infrastructure network, MANET has a different topology 
change while deployed that’s why it needs different kinds of 
routing protocol. By comparing the performance of protocols, 
will give the overall performance of each routing protocol. The 
main problem is to choose the reliable, efficient and correct 
routing protocol for MANET in different network conditions. 
This thesis presents the simulation results and performance 
analysis of reactive routing protocol Dynamic Source Routing 
(DSR) and Ad Hoc On-demand distance Vector Routing 
(AODV). The analysis is based on packet delivery ratio, 

routing overhead, average delay, and average throughput by 
varying the number of nodes and speed of nodes. The 
simulation is performed using NS2 network simulator. 

II. MANETS ROUTING PROTOCOL 

An ad-hoc routing protocol is a convention, or standard, 

that it improves the scalability of wireless networks compared 

to infrastructure based wireless networks because of its 

decentralized nature. Ad-hoc networks are best suited due to 

minimal configuration and quick operation. 

Reactive routing protocol is also known as on-demand 

routing protocol. It takes a different approach of routing which 

overcomes the disadvantages of proactive routing. In reactive 

approaches those nodes which require connectivity to the 

Internet reactively find Internet gateways by means of 

broadcasting some kind of solicitation within the entire ad hoc 

network. This approach reduces the overhead of maintaining 

the route table as that of proactive. The node dynamically 

checks the route table, and if it does not find an entry for its 

destination or it finds an outdated entry it performs route 

discovery to find the path to its destination [1]. 

A. Dynamic Source Routing (DSR) 

Dynamic Source Routing (DSR) is a reactive routing 
protocol that uses source routing to send packets. It uses source 
routing which means that the source must know the complete 
hop sequence to the destination. Each node maintains a route 
cache, where all routes it knows are stored. The route discovery 
process is initiated only if the desired route cannot be found in 
the route cache. 

The protocol is composed of the two main mechanisms of 
"Route Discovery" and "Route Maintenance", which work 
together to allow nodes to discover and maintain routes to 
arbitrary destinations in the ad hoc network. All aspects of the 
protocol operate entirely on demand, allowing the routing 
packet overhead of DSR to scale automatically to only what is 
needed to react to changes in the routes currently in use. The 
protocol allows multiple routes to any destination and allows 



each sender to select and control the routes used in routing its 
packets, for example, for use in load balancing or for increased 
robustness [1]. 

B. Ad-Hoc On-Demand Distance Vector Routing (AODV) 

AODV routing protocol is an on-demand reactive routing 
protocol that uses routing tables with one entry per destination. 
When a source node needs to find a route to a destination, it 
starts a route discovery process, based on flooding, to locate 
the destination node. Upon receiving a route request (RREQ) 
packet, intermediate nodes update their routing tables for a 
reverse route to the source. Similarly, the forward route to the 
destination is updated upon reception of a route reply (RREP) 
packet originated either by the destination itself or any other 
intermediate node that has a current route to the destination [2]. 

The AODV protocol uses sequence numbers to determine 
the timeliness of each packet and to prevent the creation of 
loops. Expiry timers are used to keep the route entries updated. 
Link failures are propagated by a route error (RERR) message 
from a broken link to the source node of the corresponding 
route. When the next hop link breaks, RERR packets are sent 
by the starting node of the link to a set of neighboring nodes 
that communicate over the broken link with the destination. 
This recursive process erases all broken entries from the 
routing table at each node. Since nodes reply to the first 
arriving RREQ packet, AODV protocol favors the least 
congested route instead of the shortest route. AODV protocol 
minimizes routing table information potentially leads to a large 
number of route requests being generated. 

III. SIMULATION ENVIRONMENT 

A. Simulation Model 

Simulation model is done by considering the performance 

metrics of routes (routing protocol QoS) within mobility 

model and traffic pattern. The simulation parameters for this 

thesis are described in Table 1. 
TABLE 1 SIMULATION PARAMETER 

Parameter Nilai 

Transmission range 250 m  

Simulation time 90 s 

Simulation area 800 x 800 (m) 

Ad-hoc node 10,20,30,40,50 

Source node 1 

Traffic type  Constant bit rate/ UDP 

Data rate 11 Mbps (802.11b) 

Packet rate  5 packet/second 

Packet Size 512, 1024 bytes 

Pause time  5 s 

Maximum speed 5, 10, 15, 20, dan 25m/s 

Routing Protocol AODV, DSR 

We carried out simulations on NS2 network simulator [3]. 

B. Performance Metrics 

 Three performance metrics will be used to determine the 
QoS of reactive routing protocols. A detailed explanation of 
these metrics is as follows: 

 Routing overhead is the total number of routing packets 
(route request, route reply, route error) divided by total 
number of delivered data [4]. For each packet that 
delivered through multi-hop, count as a transmission. 

 The end to end delay is defined as the time a data packet 
is received by the destination minus the time the data 
packet is generated by the source 

 The average network throughput determines the amount 
of data that is transmitted from a source to a destination 
node per unit time (byte per second). Using the 
Template 

IV. RESULTS 

A. Routing Overhead 

Routing Overhead is the total number of routing packets. 
The performance analysis graphs for DSR and AODV are as 
follows. Figure 1 shows routing overhead v/s number of nodes 
for packet size 1024 bytes and 512 bytes, and Figure 2 shows 
routing overhead v/s maximum speed of nodes for packet size 
1024 bytes and 512 bytes. For each scenario by varying the 
number of nodes, AODV routing overhead is lower than DSR. 
DSR generates more routing load than AODV under stressful 
situation because it maintains multiple route cache entries for 
each destination. AODV on the other hand uses traditional 
routing tables, one entry per destination for maintaining routing 
information. When the sources become more, DSR with greater 
amount of routing information began to perform worse than 
AODV. 

 
 

 

 

 

 

 

Fig. 1. Routing overhead comparison by  number of nodes . 

 

 

 

 

 

Fig. 2. Routing overhead comparison by maximum speed of nodes 

B. Delay 

Average delay is the calculation of typical time taken by 
packet to cover its journey from the source end to the 



destination end. As route failure occurs, it takes longer for a 
data packet to reach its desired destination resulting in higher 
end-to-end delay. In all scenarios, DSR have significant greater 
amount of average delay than AODV. In scenarios by varying 
the number of nodes when packet size 1024 byte, DSR 
achieves average amount of delay between 0,05 to 0,12 
seconds, while AODV achieves 0,009 to 0,017 seconds. When 
packet size 512 byte, the average delay of DSR are between 
0,02 to 0,11 seconds, while AODV are between 0,009 to 0,022 
seconds. As the size of the packets increased, the time needed 
to sending packets (delay time) has also been increased. 

In scenarios by varying the maximum speed of nodes when 
packet size 1024 byte, DSR achieves average amount of delay 
between 0,06 to 0,13 seconds, while AODV achieves 0,008 to 
0,021 seconds. When packet size 512 byte, the average delay 
of DSR are between 0,06 to 0,21 seconds, while AODV are 
between 0,008 to 0,03 seconds. As the increase increase of 
maximum speed of nodes, delay time of DSR began to perform 
worse than AODV. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Average delay comparison by  number of nodes  

 

 

 

 

 

 

 

Fig. 4. Average delay comparison by maximum speed of nodes 

C. Throughput 

The average network throughput determines the amount of 
data that is transmitted from a source to a destination node per 
unit time (byte per second). As we can see, DSR outperforms 
AODV in less stressful situations (less number of nodes and 
lower speed of nodes). AODV, however, outperforms DSR in 
more stressful situations. The result shows that AODV can 
achieve an average throughput 272824,5 bps in scenarios with 
packet size is 1024 bytes, while 253453,8 bps. When packet 
size 512 bytes, the average throughput of AODV are 163440,9 
bps and DSR are 156677,5238 bps. The results show that as the 

size of packets increased 100% (512 to 1024 bytes), throughput 
has been increased for each protocol. 

In scenarios by varying the maximum speed of nodes when 
packet size 1024 byte, the average throughput of AODV are 
274989,38 bps and DSR are 258505,76 bps. When packet size 
512 bytes, the average throughput of AODV are 164485,94 bps 
and DSR are 162174,27 bps. The average throughput for both 
protocols are decreased as the maximum speed of nodes 
increased. 

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Throughput Comparison by  number of nodes 

 

 

 

 

 

 

 

 

Fig. 6. Throughput comparison by maximum speed of nodes 

V. RESULTS 

The results show that AODV outperforms DSR in more stress 

situations because in DSR, the chances of find the route in one 

of the caches is much higher. However DSR outperforms 

AODV in less stressful situations (smaller number of nodes 

and lower speed of nodes). DSR produces higher delay in all 

scenarios, therefore this protocol not recommended for 

MANET with the need for low delay. 
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Abstract—Software Defined Network is a new paradigm in 

data communication networks. In contrast to the traditional 
internet network, SDN separates the control function and the 
function forwarding. SDN controller operates on the principle of 
a centralized logical controller. This centralized control causes 
the controller to have a global network knowledge so that SDN 
can be more effective in managing the network. In this paper, we 
apply a congestion control mechanism by utilizing the global 
knowledge possessed by the controller. Congestion control 
mechanisms implemented by combining multipath routing 
mechanisms and rate adaptation in an integrated manner. The 
controller uses the information from the switches that are used to 
determine the route along the source and destination, as well as 
to determine the appropriate rate for each flow. The 
experimental results show that the combination of routing and 
rate adaptation can effectively be used to control congestion, 
resulting in a better performance than single path routing and 
multipath routing without rate adaptation. 

Keywords—software defined network; multipath routing; rate 
adaptation 

 

I.  INTRODUCTION  
SDN is a new paradigm in network technology. Unlike 

traditional internet network that combines control plane and 
data plane in the same node, SDN separates the control plane 
and data plane. This separation makes the network policy can 
be done by software in the control plane. Control plane consists 
of one or more controllers are connected to the switches in the 
data plane. Separation of these functions makes the data plane 
on SDN is only a collection of dumb devices [1]. On SDN, the 
communication between the control plane and the data plane 
using a protocol. The protocol was first used is OpenFlow [2] 
and this protocol is open.While not everyone believes that 
OpenFlow is already mature enough to support future internet 
and resolve the real problems the network, but until now 
OpenFlow can be used to solve the challenges of the future 
internet experimentally. OpenFlow approach provides easy 
access to the flow table, providing real-time control via 
network switches and allows administrators to monitor and 
control the route packets flowing through the network [3]. 

National Science Foundation predicts that the Internet will 
have nearly 5 billion users by 2020. Other data mentions that 
the user Internet of thing (IOT) reached 7,065 billion. A very 
large number of customers have become one of the serious 
problems in the future internet [4]. The future internet network 
requires the availability of sufficient network resources and 
network management is good, otherwise it will cause network 
congestion. The adverse effects of network congestion are the 
decline in performance, such as high delay, low throughput, 
and packet loss [5]. This can reduce customer satisfaction and 
will harm the network and Internet service providers. 
Therefore, congestion must be controlled to maintain network 
performance remains excellent. 

Network congestion problems begin to be solved since 
1988 by Van Jacobson with the proposed TCP [6]. TCP uses 
the settings window (sending window) to adjust the sending 
rate. Traditional window-based congestion control does not 
work well when dealing with bursty traffic, resulting in 
additional queuing delay and packet loss. Besides that TCP has 
some limitations and drawbacks that are prone to instability, it 
is not fair to the connection with the high round-trip delay and 
low resource utilization. Already many of the proposed scheme 
for TCP improvements, among others set forth in [7] [8] [9] 
[10] [11]. Proposed improvements TCP has also been done on 
SDN, among others OpenTCP [12], CCC (Cooperating 
Congestion Control) [13] and in [14]. The proposed 
improvement is shown to improve network performance, but 
congestion control that is not supported by either routing 
mechanism making it ineffective. 

On the other hand, there are some ideas to solve the 
network congestion by controlling routing. Routing 
mechanisms on the Internet network is largely based on a 
single path routing. However, routing with a single trajectory 
contributing to congestion on the network due to the possibility 
of some of the same links used as the shortest path from a 
different node pairs that causes convergence to link the same 
package [15], [16].  Improvements single routing path is the 
multiple path routing techniques  (multipath routing) that are 
used as a method to reduce network congestion. The basic idea 
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of multiple routing paths is to divide the package with the same 
origin and destination for some of the alternative pathway. The 
use of multipath routing proven to improve network resource 
utilization [17]. 

The use of the routing mechanism and a separate delivery 
rate setting is not effective enough to prevent network 
congestion. Combining multipath routing by setting the rate of 
delivery can be effective for congestion control and can 
improve performance better than if applied separately. Routing 
determines the path to be used while congestion control 
determines what rate to be sent through any predetermined 
path. 

On SDN, routing and sending rate settings can be fully 
controlled by the controller. The controller has a global 
network of knowledge about the condition periodically based 
on information reported by the switch to decide the action to 
be taken. With these advantages, it is possible to develop a 
scheme of a combination of routing and rate adaptation to 
control congestion on OpenFlow [3]. By using the advantages 
offered by SDN OpenFlow, we applied a combination of 
multipath routing scheme and setting the pace of delivery with 
the aim to control network congestion and improve network 
performance. To achieve these objectives, we have proposed a 
design that contains components that function as the  search 
for the best path and set the rate to be allocated on each path. 
In fact, OpenFlow 1.3 [18] already has support for (ECMP), 
but Al-Fares et al. In his paper [19] found the collision on 
ECMP that occur in the long term can cause a lot of lost 
bandwidth. 

The rest of the paper is structured as follows. Section I. 
Introduces, section II Related work, section III  Design, in 
section IV Evaluation and the last in Section V Conclusions 
and future work. 

II. RELATED WORK 
Some literature have discussed multipath path routing of 

different purposes, e.g. [20], [21], [22], [23] explains how to 
find a loop-free multipath routing. Two others, such as [24], 
[25], discussing the multipath routing optimization problem, 
finding the optimal way to pass traffic with high throughput 
and low congestion. Routing path as QoS multipath routing  
discussed in [16], [26], [27], [28], [29] wherein multipath 
routing used to meet the QoS guarantees. Multipath routing as 
load balancing methods are discussed in [30], [31], [32]. 
Likewise, within the scope of SDN, multipath routing has been 
discussed in [33], [34].  

Multipath routing schemes that have been proposed as a 
whole can improve network performance. Multipath routing 
produces a better performance than the single path routing 
scheme. However, the schemes are still not effective. The 
effectiveness of a multipath routing scheme can be improved 
by combining multipath routing and rate adaptation of the 
predetermined path of the routing algorithm. Merging 
multipath routing by setting the sending rate for optimization 
purposes proposed by Fern Y. Hunt [35], Roberto Commineti 
[36], and Jiayue [37]. Most of the proposed method is done for 
traditional internet platform. Nodes in the network exchange 
information with each other and not doing congestion centrally. 

This system has a significant delay constraint resulting 
feedback to the adaptation rate to be expired. At the data 
center, the design of multipath algorithms has been proposed 
by Al Fares in [19], Heller [38] and Benson [39]. On the other 
hand, in [40] [41], the problem of multi-path QoS can be 
formulated as a Multi-Commodity Flow (MCF). Combining 
routing and rate adaptation on SDN proposed in [14]. They 
combine routing with explicit feedback congestion control. The 
proposed scheme generates flow average completion time 
(AFCT) is small. However, this scheme uses a single path 
routing and does not provide an alternative path in the event of 
overload. 

III. DESIGN 
Before discussion of the combination of multipath routing 

mechanisms and rate adaptation, it is helpful to consider the 
mechanism of how the flow to be processed in SDN 
OpenFlow. When the first packet of a new flow arrives at the 
switch, the switch will see the flow table to determine how the 
packet should be processed. If the package is not found in the 
existing rules, the switch, then encapsulates the packet to the 
Packet-inclusive message and sends the message to the 
controller. After receiving a message packet-In, OpenFlow 
controller determines how the flow should be handled. 
Handling flow based on policy settings is set and the network 
conditions globally. If this flow is permitted, the controller 
calculates the flow path and install a new entry corresponding 
flow switch along the path. The controller may flow 
modification command to switch on each switch along the 
route or may also send a message Packet-Out that explicitly 
tells the switch where to forward the packet first. 

The scenario of a combination of multipath routing and rate 
adaptation in this paper begins when there is a request from the 
source node to the destination node. OpenFlow switches will 
be reported to the controller about the state of the link. The 
controller will collect and calculates the network conditions. 
The controller will determine all possible paths that will be 
used to pass flow from source to destination. The controller 
also calculates the rate that can be allocated to each flow is 
passed. The combination of multipath routing mechanism and 
the adaptation rate on OpenFlow SDN that we propose as 
shown in figure 1.   

 
 

Figure 1: The mechanism of  combination of multipath 
routing and rate adaptation 
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In general, the steps are as follows: 

• Step 1: controller collects information on network 
conditions 

• Step 2: controller finds the best path and several 
alternative paths from source to destination 

• Step 3: the controller calculates rate that can be 
allocated in accordance with the utilization of a path 

• Step 4: the controller ordered the switch to pass the 
traffic through the best path 

• Step 5: if congestion marked path utilization exceeds 
the threshold, then the flow is distributed to an 
alternative route until a certain threshold 

 

A. Network Model  
Network modeled as a simple directed graph G (N, L). 

Where N is the node and L is the link. (i, j) is the pair where i is 
the outgoing node and j is the incoming node. If s is the source 
node and d is the destination node, then the entire route from 
source to destination is the entire path from the source to the 
destination or  . Where a path from source to destination is 
expressed by equation (1). 

 , . … … . ,  (1) 
∈  

B. Selection of the shortest path 
In general, any routing protocol used in packet networks 

such as OSPF (Open Shortest Path First) is used as a link 
metric weight. Based on the weight of the link, routing 
protocols find the path end to end with the most minimal total 
weight for each pair of source and destination. This 
mechanism is called the path selection by choosing the 
shortest route "shortest path routing". In this paper, we use the 
DFS (Depth-first search) algorithm to search routes. All 
possible routes (paths) are stored in the flow table T and 
compared with each other. This comparison is to find a path 
with the maximum residual bandwidth. Path discovered 
regarded as the best path and then some other path as an 
alternative route. 

  ( )| ∈  (2) 
The capacity of a path (C )    is the minimum capacity of a 

link that is a member of a path: 

   ( )| )  (3) 
So that the residual bandwidth of a path (  ) is the 

minimum capacity is reduced by a rate that is already in use.  

  ( ) (4) 

C. Distribution Traffic and Threshold Path 
Traffic distribution is done when the bandwidth utility the 

main path through which the flow has reached a certain 
threshold. We use a bandwidth utility as a parameter to divert 
flow from the best route as well as the main route to the 
alternative route. Traffic was first passed to the best path and 
any particular period controller update path status. If the utility 
bandwidth on the main path reaches 0.8, the controller will 
divert traffic from the main road to the alternative path. 

 

 
Figure 2: Relationships delay and bandwidth utilization in 

OpenFlow switch using the model Jackson 

 

In this case, we use the threshold is 0.8 as the threshold for 
traffic diversion. Reason why the use value of 0.8, we can  see 
in figure 2 that the delay has not increased significantly when 
the utility to the value of 0.4. Delay increases linearly when the 
utility reaches 0.4-0.8 and increase dramatically when the 
utility reached above 0.8. Delay increment can be used as a 
parameter that the path being traversed a flow is experiencing 
congestion.  The relationship of the delay and bandwidth 
utilization  in figure 2 is obtained from the equation 5. 

 ( ) (5) 
  (6) 

Where T is a delay, λ is the average traffic coming into the 
switch, ρ is bandwidth utilization and  q is the split ratio 
(incoming packet to the controller as a new flow). 

D. Rate adaptation 
Rate adaptation is used to adjust the data transmission rate 

of the link load conditions during the routing process. Most of 
rate link adaptation is not based on this path as a whole. In this 
paper, rate adjustments made to find the maximum rate path for 
any paths that have been found. Rate adjustment is based on 
the condition of the path that has been chosen. 

The rate is allocated according to the residual bandwidth is 
used to determine a path. The rate is updated every interval d, 
then for each flow that will be serviced using the rest of the 
path capacity. 
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 ( )  ( ( ))( )  (7) 
So that each additional flow, rate path becomes: 

 ( ) ( ) ( ( ))( )  (8) 
 as path capacity, ( ) as a number of ongoing flow at 

time t, α as parameter stability,  ( ) as update rate and ( ) as the measured rate. Rate path  ( ) is calculated by 
OpenFlow controller and sent to Switch OpenFlow. Switch 
OpenFlow then apply the instruction ordered a new controller 
for each flow or each flow after a certain period d. 

 

E. Rerouting 
If there is not enough capacity on the primary path or has 

exceeded a predetermined threshold, then the routing 
mechanism will divert traffic to another route. Flow will be 
diverted when the utility of the primary path reaches a value of 
0.8 on a path capacity.  ( )   0,8    (9)  
F. Admission control 

Admission control is used to restrict the incoming flow 
when the network is not able to serve. In this case if the flow is 
not allowed to enter when added to a new flow, the flow rate 
will fall below the desired rate of a flow. If the assumption 
Sending rate allocated to each flow is the same, then the flow 
rate is the total capacity of a path divided by the number of 
flows. 

  ( ) ( ) (10) 

A flow entering the network will be rejected if it met the 
conditions when the flow is received, the flow rate provided is 
less than the required flow rate (  ).   

  ( )   (11) 

G. Architecture 
The system design includes the design of network topology 

on a data plane and application design SDN. The design of this 
system is implemented in mininet that allows users to use 
multiple topologies. This mechanism works by (1) reducing the 
load node, (2) traffic load balancing and (3) reroutes. To 
perform these tasks, the system consists of several modules as 
in figure 3, consists of several processes, namely: The 
collection of statistical data, calculation of metrics, the 
selection of best path, traffic distribution: and sending rate 
determination. We made a simple mechanism, flexible and 
modular. Consists of five components, namely: collector, 
metric calculation, rate calculation, and the last flow 
management.  

 
Figure 3: System design 

 

1) Collector: collector module is used to collect 
information about the condition of the global network, and is 
responsible for storing all the information. Information can be 
the network topology, traffic, the condition or state of each 
device and port, etc.. The controller requested a variety of 
statistical data from the switch by sending a message 
FEATURE_REQUEST, and the switch sends a message 
FEATURE_REPLY contains statistical data requested. The 
mechanism is described in detail in the specification 
OpenFlow. 

2) Metric calculation: metric calculation module is used 
for determining link cost parameters that will be used to 
determine routing and rate and save all the possible paths of 
each pair of switches. 

3) Route calculation: Route calculation module is used to 
calculate the shortest path and the alternative path between 
source and destination. Route calculation is done when a 
message PACKET_IN came to the controller. 

4) Rate calculation: Rate calculation module is used to 
calculate the sending rate. As specified in the OpenFlow 
specification, any flow of OpenFlow switch contains a set of 
instructions that run when a packet arrives appropriate entries. 
One kind of instruction is a meter that directs packets to a 
specific meter. Each meter has one or more band meter. 

5) Flow Management: flow management module is 
responsible for determining the path of each flow and installs 
rule / flow entry into datapath or switch. This function is 
responsible for regulating the flow of efficient by distributing 
traffic or flow. 

IV. EVALUATION  
To evaluate the proposed scheme we simulate using 

mininet. We implement the design as an application on the 
Ryu OpenFlow controller. Simulations using 1 controller and 
11 switches, where each switch is logically connected to the 
controller. Setting parameters based on network topology 
Abilene [42]. Our evaluation of network performance 
parameters such as delay, packet loss, and throughput. In this 

                      Data plane

 

 

controller 

collector Metric 
calculation 

Route 
calculation 

Rate 
calculation 

Flow 
management 



experiment, we apply a single flow and g
traffic to the network to provide a load on the

We observe the simulation results of sev
transfer methods. The method is a single
without rate adaptation and multipath rout
adaptation. Measurements were made for the
on the link bandwidth of 100 Mbps and set
We use D ITG as a source of traffic. For th
traffic generation, the constant inter-departu
rate 100 PPS and Poisson distributed pack
bytes is used. The measurement results in t
throughput and packet loss as shown in figur

When an incoming flow, the entire b
allocated entirely to the flow. When the
incoming flow, the flow will be allocated a
residual bandwidth path as an equation (10
utility of a path to reach 80%. When the u
exceeds 80%, the flow will be diverted to an
received will be rejected if a newly adde
decrease to below the desired rate. Then the 
will be applied if the conditions indicated in 
The simulation results show the throughput 
mechanism to approach the desired value
37.98518 kbps. Theoretically, the expect
around 38.4 kbps.  The average throughput
results as shown in Table 1. 

TABLE I.  AVERAGE THROUGH

No 
Data Service 

Method 

1 Single path 

2 Multipath 

3 Multipath with rate adaptation 
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Abstract—Communication is the key to any successful project 
development, because it is a process of transmitting ideas and 
information. In many cases, a project developer communicates 
but still lack understanding. Stakeholders and the project 
developers often make the same mistake and too easily consider a 
model to be properly communicated or validated. They fail 
because of human factors which are an important and diverse, 
and non-technical issue [10]. The issue is especially important 
regarding to the process of communication. We focus mostly on 
communication with stakeholders, taking onto account diversity 
such as background, knowledge, skills, concerns, focus, interest, 
language (jargon, terminology), etc. Based on the principles, this 
research presents a database design of Agile stakeholder 
communication support.  

Keywords— database, database design, information modelling, 
stakeholder communication, Agile service development 

I.  BACKGROUND 
Communication is the key to any successful project 

development, because it performs a central role in the process 
of transmitting ideas and information. A project developer who 
fails to consider a prior communication before a project 
execution tends to have a blurred view of a project goal.  

A clear communication ensures that project developers and 
stakeholders understand their roles, responsibilities, and 
objectives of their project. The understanding comes from an 
effective communication achieved through good 
communication activities. A best practice of communication 
activities complies with four-step system approaches which are 
a developing communication strategy, a developing 
communication plan, an executing communication activity and 
measured communication activity effectiveness [8]. The 
approaches reduce a number of issues because they work as a 
flow that supports a communication management. 

In addition, there are some benefits to consider in a 
communication management. These benefits are: (1) Increased 
likelihood of the stakeholders' needs being met in terms of 
successful project resolution, (2) Much easier to track the 
progress of the project, (3) Can be amended, update and 
recorded accurately, (4) As the overall enthusiasm and 
commitment to the project [7]. 

Again, a lack of communication will influence the project 
development. First, the project developers who do not consider 
the importance of communication will lose time, money, and 
energy. Second, in many cases though the project developers 
communicate with stakeholders about a project but they still 

lack understanding. The project developers and the 
stakeholders often make same mistakes and easily consider a 
model to be properly communicated or validated [10] 

Consequently, an Agile service development that is guiding 
principles and frameworks of a service development puts 
communication as a fundamental value. During project 
developments, the project developers and the stakeholders need 
to communicate effectively to share understanding, consensus, 
and commitment to achieve the project goals. 

II. THE THEORETICAL BASIS 

A. Stakeholder Communication in Agile Service Development 
 The communication in Agile service development means 

communications between project developers and stakeholders 
in order to report the results of work in achieving goals. 
Another reason to have such communications which mean 
meeting the customer requirements with the idea/solution of 
the project developer is to clarify either project goals or project 
requirements.  Agile service development refers to three typical 
properties to indicate what makes such communication special 
[10]: 

1. Intensive: Communication with stakeholders and 
others involved is intensive, and remains intensive 
throughout the projects time span, and possibly even 
after (maintenance). 

2. Non-technical: Disregarding professional developers, 
such communication involves people who are not 
able or willing to talk in ‘technical terms’ unfamiliar 
to them, and not able or willing to use technical ‘tools 
of the trade’ like detailed specification or models. 
Moreover, these terms and tools may be not so 
adequate in capturing the essence of what stakeholder 
talk about. 

3. Diverse: There is much diversity between stakeholder 
involved concerning their background, knowledge, 
skills, concerns, focus, interest, language (jargon, 
terminology), and so on.  

Difficulties and issues will occur if we do not consider the 
properties above and will impact on communication without 
effectiveness and efficiency. 

Developing information system is a complicated process 
because it will combine technical skills and business or 
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organization needs. In contrast, two people from the different 
skills and backgrounds will find that it is not easy to 
communicate. This is because in most cases, the analysis 
results and design results will be translated into modeling 
languages or diagrams which are presented to the customer as 
approval materials. Not many people realize that this is the 
worst agreement during a communication because later on the 
developer and customer will easily say ‘yes’ even though they 
do not clearly understand the model and easily consider that the 
model is already communicated or validated. 

So to avoid cases above, it is important to involve three 
basic levels of an agreement in communications [10]. 

 
Fig. 1. Basic Levels of Agreement 

This agreement level must be done sequentially. If one 
level fails, the level built upon it will also collapse. 

Another aspect that is important to think of is 
communication material. We need to do distinction between 
‘model’ and the communication material. We can say that this 
material is ‘view’. The view means providing information 
about a system, so developers do not need to show the model to 
the customer. In other words, it does not show your model but 
only explains the effects of your model. 

We can make it simple so developers and customers will 
understand each other more easily in order to achieve the goals. 
Thus, simplicity is a good approach for communication. 
Nevertheless many challenges perhaps will be faced later 
during the communication process. 

Agile focused communication lies at the core of approach 
to ‘stakeholder communication with and about models’. By 
identifying communication goals and abilities, and then 
selecting and applying certain practices or techniques to meet 
them, we can cope with the many diverse communication 
challenges might face [10].  

B. Communication Situation 
Communication situation (CS) is an interactive session 

between people involved in service development (information 
system development) during a structured, meaningful, 
purposeful exchange of information taken place [10]. In Agile 
service development, there are two Communication Situation 
Templates (CSTs): 

1. Intentional CST (I-CST) covering goals, and given 
situation, 

2. Operational CST (O-CST) covering the CS setup: how it 
is to be organized 
Based on the theories above the outline of the 

communication situation is described into clearly structures as 
follows: 

1. The project has goals 
2. Each goal has sessions 
3. Each session has inputs, processes and results 
4. Each input is divided into two parts: Input artifact and 

People. The People part consists of Session Role, Project 
Role, Organization Role, People Profile, Personal Details, 
and Attitude. 

5. Each process is divided into seven parts: Activity, Artifact 
Creation Pattern, Technique, Practice, Media, Space, and 
Time. The Activity part consists of purposes. The Space 
part consists of Location and Layout. The Time part 
consists of Date, Duration, and Time Type. 

6. Each result is divided into two parts: Results Artifact and 
Social Results. The Result Artifact part consists of State, 
Domain, Level of Details, Language Concepts, 
Verbalization, Visualization, and Status. The Social 
Result part consists of Share Understanding, Share 
Consensus, and Share Commitment. 

The flow diagram of communication situation is illustrated 
below. 

 
Fig. 2. The Communication Situation 



 

Herewith the complete principles of Agile communication 
situation in hierarchy diagram below: 
 

 
Fig. 3. The Communication Situation 

 

III. RESULTS 

A. Conceptual information model using FCO-IM techniques 
To model the facts, information, and rules of the Agile 

stakeholder communication principles, FCO-IM techniques 
were used. The FCO-IM method steps are verbalization, 
classification and qualification, constructing an Information 
Grammar Diagram (IGD), adding constraints to the IGD (UC 
and TC), and GLR (grouping, lexicalizing, and reducing). In 
the verbalization step, the facts of the communication situation 
were described in figure 3 was verbalized in natural language. 
It means putting all the facts into words. Thereafter the 
classification and qualification step are taken. The 
classification means arranging things into classes (group) and 
the qualification means giving a meaningful name to each 
class. All the steps are done by using Case Talk application and 
the result of both those steps is the IGD. After that constraints 
are added to the IGD. The constraints added are uniqueness 
constraints (UC) and totality constraint (TC). The UC is a 
constraint indicating that values (combination of value) can 
occur only once (unique) and the TC is a constraint indicating 
whether the facts can be filled in or not. Finally the last step is 
GLR. The GLR carried out in order to derive a relational 
database schema from the elementary IGD. The relational 
database schema is created for recording information modeled 
in a redundancy freeway. 

Below the Information Grammar Diagram (IGD) design are 
Input, Process, and Results as describe in the communication 
situation figure 2. 

 

Fig. 4.  Information Grammar Diagram (IGD) – The Input 

 

 
Fig. 5. Information Grammar Diagram (IGD) – The Process 

 

 
 

Fig. 6. Information Grammar Diagram (IGD) – The Results 

B. Physical Database Schema 
The following figures are designs of a database. These designs 
called physical database schema consisting of tables, columns, 
unique identifiers, foreign keys, data types, and data lenghts. 
The schema is retrieved based on an analysis phase result from 
the FCO-IM steps. After completing all  the  FCO-IM  steps,  
the  relational  schema  is  retrieved  and  it  is  generated  by  
Case  Talk application. Next, according to the relational 
schema, improvement is made to edit data lengths and data 
types of the fields. The editing is done using the Power 
Designer application. In addition, the schema also covers the 
Agile communication situation processes including planning 



 

and the execution of 
planning.

 

Fig. 7. Physical Database Design – The Palnning 

 
Fig. 8. Physical Database Design – The Execution 

C. Database Implementation 
The following are the implementation of the physical 

database design in figure 7 and figure 8. The physical database 
design was translated into a set of SQL statements that define a 
database. The database below generated by MSSQL Server 
application.  

 
Fig. 9. Database Schema – The Execution 

 
Fig. 10. Database Schema – The Planning 

IV. CONCLUCION 
One of an essential part of an information system is 

database because the database is the backbone of an 
application. Hence, in the research it is clearly understood that 
database is very important. 

The process of the database development is divided into 
three phases: analysis, design, and implementation. In the 
analysis phase FCO-IM methods were used. Using the FCO-
IM methods the facts,  information, and  rules  of  the  Agile  
stakeholder communication  principles are  modeled. 
Furthermore, by using Case Talk application the relational 
schema of the database was generated. Next in the design 
phase, physical database was designed by using Power 
Designer application to get proper data lengths and data types 
of the field. Finally in the implementation phase the physical 
database was implemented using MSSQL Server application. 
The database implementation was obtained by generating 
DDL. The DDL consists of 50 tables within one database 
covering the communication planning and the planning 
execution. Equally the important thing is that using the FCO-
IM methods can guarantee the database that is free of data 
redundancy. It means that the database development pass 
normalization rule. Pass the normalization means that a table 
must be in normal condition in order to make a database 
organization easily, to develop a database design flexible, and 
to handle database security better. 
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Abstract—Various kinds of smartphones cause the confusion 

among the people in choosing while they have their own criterias 

of smartphones. This study makes a web-based application 

programs that implement Tahani fuzzy database into a decision 

support system of smartphones selection, then the software of this 

application is evaluated by testing the usefulness (usability 

testing) based on the five aspects of usability. In Tahani model, 

the standard relationship is still being used but to obtain 

information on its query, this model uses fuzzy set theory. The 

user inputs the criteria, the system searches the data, then 

delivers the output in the form of smart phones recommendations 

according to criteria required by the users (consumers) and are 

shown through the fire strength (membership value) which lies 

between 0 (zero) to 1 (one). The higher fire strength (approaching 

1) shows the product is closer to the search criteria or the greater 

recommendation, on the other hand, the lower fire strength 

(approaching 0) shows the product is further to the search 

criteria or the smaller  recommendation. The software evaluation 

result of this application indicates that the value of usability 

acceptance by the user is over the number of 3 (over the median) 

in the scale of 5 or has an average value of 4. In general, the web 

application software has a good value of usability, i.e. 

learnability, efficiency, memorability, errors and satisfaction. 

Keywords—tahani fuzzy database; fuzzy set theory; query; the 

degree of membership; fire strength; usability testing. 

I.  INTRODUCTION 

The existence of the digital era that continues to move 
quickly accompanied by the sophistication of technology has 
an impact on the increasing number of high-tech tool that is 
inserted into the phone (mobile phone). The phone is not just a 
mobile phone that is used to speak but also it has been 
converted into a smartphone, cellular phone with 
microprocessors, operating systems, and memory. This 
smartphone combines the functionality of a PC (Personal 
Computer) and the handset so the display of luxury gadgets 
such as: text messaging, voice, camera, media player, video 
games, email access, digital TV, search tools, personal 
information managers, Internet access, GPS feature , 3G 
access, wi-fi network connection and Bluetooth. Smart phones 
consist of many attributes similar to a personal computer, i.e.: 
processor, memory, device input / output, and operating system 
/ OS (Operating System), such as Symbian OS or Microsoft 
Windows Mobile OS. The operating system is stored in ROM 

(Read Only Memory) and is operated by the processor as an 
interface so that consumers can store data, change settings, and 
others.  

By the completeness of the existing features in just one 
hand only, phone not only as a way of lifestyle but also has 
become a necessity in today's environment of modern society. 
There are various types of smartphones on the market and each 
has a specification and prices. This has an impact on the 
consumers who will buy and use mobile facilities, namely the 
onset of confusion in determining the choice when they buy 
mobile phones.  

In the process to determine which phone is right for 
purchase, consumers possess certain criteria. These criteria 
have uncertain value (ambiguous) while the existing data in 
mobile databases are certainly valuable data (crisp). Therefore 
to deal with criteria that have uncertain value, we can use 
fuzzy logic. 

This study would design a database application that uses 
Tahani model fuzzy database method that will process the data 
of the phone and it will generate output data according to 
criteria of consumer’s recommendation. In the process of 
finding a recommended cell phone, fuzzy logic will be 
incorporated into the query and ease in entering the desired 
criteria, then the delivery of information is presented using the 
web facility. 

II. THE CONCEPT OF FUZZY LOGIC 

A. Definition  Of Fuzzy Logic 

The word "fuzzy" is an adjective which means blurred, 
vague, unclear or uncertain. Fuzzy logic is a development of 
the concept of a fuzzy set was first introduced in 1965 by Lotfi 
A. Zadeh. Membership in a fuzzy set is not expressed in the 
form of  true or false, but is expressed in the value of 
membership. Fuzzy logic works by using the degree of 
membership of a value [2]. 

B. The Basic Concept Of Fuzzy Tahani Database Model 

Fuzzy database system is a method that uses fuzzy 
standard database. In a standard database, the data are 
classified by how the data are viewed by the user. Therefore 
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on a standard database, the data presented will come out as the 
saved data. In fact, sometimes a person needs information 
from the data in ambiguous form. If it happens, the use of 
fuzzy database is necessary. Fuzzy Tahani database model is 
still using the standard database, but this model just uses fuzzy 
set theory to obtain information on its query [3].  

C. Fuzzy Database Application Program 

Fuzzy database application program is a data search 
program which applies theory of fuzzy database. The inputs of  
this program are the input of  fuzzy variables, the input of 
fuzzy sets, the input of non-fuzzy variables and the input of 
data which is being searched. After inputting the data and 
selecting the search criteria, the next step is calculating the 
membership degree of data in each set of a variable based on 
the membership functions that have been previously selected. 
After the degree of membership is obtained, the next process 
is the calculation of fire strength which is closest to 1 (one). 
The higher fire strength the greater the recommendation, on 
the contrary, the lower the fire strength the smaller the chance 
of the pruduct being recommended. Fire strength could be 
called as the value of product recommendation. 

III. RESEARCH METHOD 

A. Materials And Research Tools 

The materials were used in this research, namely: data 
from the object of research include: the type, specifications or 
features of smartphones; variables into system input, and the 
literature or reference books that related to the manufacture of 
application programs and the preparation of research reports. 
The research equipment consists of: 
-   The hardware, namely a computer that serves as a hosting 

site and have a specification sufficient for the purposes of 
designing systems or devices to run PHP and MySQL on 
Windows or Linux operating system. 

- The software with the minimum specs are: Windows XP 
(OS), Apache 2.2.17 (web server), MySQL 5.0.24a 
(database server), PHP 5.1.6 (programming language), 
Adobe Dreamweaver 8 (PHP Editor) and JQuery. Using 
the XAMPP 1.5.4a package (Apache, MySQL and PHP). 

B. Research Workflow 

The workflow of this research can be explained in a 
diagrams on Figure 1. 
 

C. Limitation of Fuzzy Set and Formulation of Membership 

Function 

Basically there is no specific provision in determining a 
membership function which is used in the process of 
fuzzification because each system has different levels of 
conformity.  

There are eight variables and three fuzzy non-fuzzy 
variables. Each fuzzy variable is divided into three categories 
or three fuzzy set. (Table 1) 

System 

Requirements 

Analysis

System Input Requirements

- Fuzzy Variables (eight variables)

- Non Fuzzy Variables (three variables)

- Membership Function (shoulder, linear, triangular) 

System Output Requirements 

(Rekomended Cellphones)

Process Requirements

(Mobile data processing, fuzzy set data, the limit 

calculation of fuzzy set, the calculation of 

membership degree, the calculation of fire 

strength, the search for mobile products, manage 

the news / info, manage the guestbook)

User Identification

(Admin and General User)
System 

Design

Use case diagram, data context diagram, data 

flow diagram (DFD), database, flowchart, input, 

output system

System 

implementation
Programming/Coding

Software 

Development 

Methods

System 

Testing

Aplikatif Testing (Mobile Searching)

Usability Testing

The spread of the 

questionnaire (10 questions, 

30 respondents)

Recap the results of 

filling the questionnaire

The calculation of the value 

of usability (5 scale)

Scenarios 

of Search

 

Fig. 1. Research Workflow 

 
TABLE I. FUZZY VARIABLES, NON-FUZZY VARIABLES AND FUZZY SET 

 
 

In this study, every fuzzy variable uses shoulder-shaped 
membership function approach to obtain the degree of 
membership of each variable in a fuzzy set, shown in Figure 2, 
Figure 3, Figure 4, and Figure 5. 
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Fig. 2. Shoulder-shaped curve representation 

The set 1 is using left shoulder-shaped membership function 

or a deacreased linear function. 

 

  

                                              

                                     Fig. 3. Linear fuzzy set is decreasing (linear down) 
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The set 2 is using triangular membership functions. 

 

 
                                                                               Fig. 4. Triangular fuzzy set 
 

The set 3 is using right shoulder-shaped membership function 

or an increased linear function. 

 

 
 
                                               Fig. 5. Linear fuzzy set is increasing (linear up) 
 

D. System Design 

This is the stage of translation where the data are analyzed 
into an understandable form for the user, shown in Figure 6 
and Figure 7. 
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Fig. 6. The smartphones selection flowchart      Fig. 7. Use case diagram 
 

IV. RESULT AND DISCUSSION 

A. The Smartphons Selection Database 

After going through the stages of analysis and design 
system, the next step is making the system that started from 
the database creation. DBMS that used in this database is 
MySQL. The database created is named ponselweb_db consist 

of eight tables, namely: dataponsel table, limits table, mu 
table, rekom table, merk table, guestbook table, login table, 
and the news table. 

 

Fig. 8. Structure of ponselweb_db database with eight tables 

 

B. User Interface System 

 
 

Fig. 9. The main page interface (index.php) 

C. Calculation of Membership Degree 

To calculate the degree of membership variable of 
each fuzzy variable uses membership function approaches 
(membership function) as formulated on the Figure 3, Figure 
4, Figure 5. In the crisp set there are two possibilities of  
membership values, 0 and 1, on the set of fuzzy membership 
value lies in the range 0 to 1. 

The mobile phone Acer Liquid Metal with a price of 
Rp 4.200.000,- is included into 2 (two) categories of set: the 
set price Cheap with degrees of membership (µCHEAP) = 0.183 
and also classified in Normal price set by the degree of 
membership (µNORMAL) = 0.817, this means that mobile phone 
prices will be closer to the set of Liquid Metal Normal price 
(close to the value 1 on the set of Normal) and do not belong 
in the set price Expensive, it is seen from µEXPENSIVE = 0. 

 

TABLE 2. THE RESULT OF PRICE VARIABLE MEMBERSHIP DEGREE CALCULATED 

BY SYSTEM 
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D. Mobile Phone Search Testing 

Mobile Phone Search Scenario 

The user select and input the criteria value of price, width, 
weight, camera resolution and memory; for Long, Thick and 
Screen Size are emptied (not selected). The value entered is 
not certain but a predicted value. After clicking the "Search" 
button, the system will display the recommended mobile 
products. 

 

Fig. 10. Recommended Mobile Phone Search Input Interface 

 

TABLE 3. RECOMMENDED MOBILE PHONE OUTPUT 

 

The recommended cellphones have a price and rekom 
value. Value of the recommendations that provided by the 
system lies between 0 - 1. Value of rekom = 1 (one) indicates 
a full recommendation, if the value of rekom approaches the 0 
(zero) value then the phone is not recommended. The table 
above have been sequenced from mobile phones with the 
highest to lowest recommendation. LG P500 Optimus One has 
the highest recommendation value (0.737) where as the LG 
C550 Optimus Chat has the lowest recom value (0.491). 
  Recommendation value is the value of fire strength, 
which the membership value of the operating results of two 
sets or more. Fire strength as a result of the operation with 
AND operator is obtained by taking the smallest membership 
value between elements in the sets within the set of Price, 
Length, Width, Weight, Screen Size, Resolution Camera and 
Memory, while for non-fuzzy variables, if “There is” the 
facility, the value is 1 and if “There is not” the fasility, the 
value is 0 [2]. 

E. Usability Testing 

Usability is often related to be an acceptance value 
(acceptance) of a person towards a product or systems based 
on understanding and precision of action/reaction of a person 
towards an interface [5]. 

According to Nielson [4], usability aspects of this 
testing includes five things, namely: Learnability, Efficiency, 
Memorability, Errors, dan Satisfaction. The contribution of 
the question of questionnaire to every aspect of usability 
above can be seen in Table 4. From the interpretation of 
usability testing results in Table 5, the obtained Usability 
Value Recap of each attribute can be seen in Table 6. 

TABLE 4. USABILITY ASPECTS PLOT 

 

TABLE 5. QUESTIONNAIRE ANSWERS PERCENTAGE 

 

TABLE 6. USABILITY VALUE 

 

The result of Usability Value Recap shows that all 
attributes have the value of acceptance usability by the user, 
an average over of 4, so it can be said that the web application 



software that was created has good value of usability: 
Learnability, Efficiency, Memorability, Errors, and 
Satisfaction. 

V. CONCLUCION AND SUGGEST 

 There are three conclusions that can be concluded from 
this research:  

1. A software can be designed and implemented to make a 
decision as a consideration in purchasing smartphones by 
applying fuzzy Tahani database model. 

2. The program can generate the name, type, degree of 
membership and dinamically draw the specification of the 
recommended mobile phones. The greater the degree of 
membership, the greater value of recommendations. 

3.  The result of Usability Value Recap shows the web 
application software that was created has good value of 
Usability: Learnability, Efficiency, Memorability, Errors, 
and Satisfaction. 

 There are two suggestions that can be considered in the 
next fuzzy database research. Those are: 

1. Fuzzy and non fuzzy variables in the next studies can be 
added, for example: external memory capacity, data access 
speed, etc. 

2. The software can be developed as a system of ordering or 
purchasing mobile phones from the recommended result. 
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Abstract— Information systems have become 
important factors in a company, where information 
systems are useful in providing useful information for 
the company itself. The information system helps 
companies implement corporate activities at the 
beginning of the process until the decision making. In 
the concept Information system, we know the term of 
vertical information system, which is another strategy 
for increasing vertical information capacity. Vertical 
information system includes the periodic report, 
written information, and computer-based 
communications distributed to managers. 
 

In this article, discusses the approach in the 
development of vertical information system which will 
be preceded by comparison of operational systems, 
management information systems, and business 
intelligence systems. Next, we will give explanations 
about the role in the BI system in an organization, the 
challenges faced in the implementation of vertical 
information systems, approaches in vertical 
information systems, and approaches that we choose. 

Keywords—vertical information system, periodic report, 
operational system, management information system, 
business intelligence system 

I. INTRODUCTION 

In defining control mechanisms in an organization, one 
needs to consider the information base of the organization. 
This information base provides historical trends and 
analysis of the data over a period of time.  As De Leeuw 
states in his paper, control must know the overall 
objectives of the organizational system and should have a 
clear understanding of the model of the system to enforce 
the right mix of control. However, this approach may face 
challenges when the information base of the organization 
grows beyond proportions and a broader view of the 
organizational information pool is required.  

Such requirement can easily be met by introducing 
vertical information systems (also called Business 
Intelligence solutions, or Data Warehouses). Such solution 
typically allows managers to have a clear picture of their 
organization’s performance within the industry. It allows 
managers to clearly see key performance indicators (KPIs) 
on different dimensions (time, region, product, etc.). 

 

II. OPERATIONAL SYSTEM VS. MANAGEMENT INFORMATION SYSTEM 

VS. BUSINESS INTELLIGENCE SYSTEM 

A.  Operational System 
An operational system is a term used in data 

warehousing to refer to a system that is used to process 
the day-to-day transactions of an organization. These 
systems are designed so processing of day-to-day 
transactions is performed efficiently and the integrity of 
the transaction data is preserved. Operational systems are 
generally designed to support high-volume transaction 
processing with minimal back-end reporting. It is also 
generally process-oriented or process-driven, meaning 
that they are focused on a specific business process or 
tasks. The operating system is generally concerned with 
current data and optimized to perform fast inserts and 
update of relatively small volumes of data. Data within 
operating system are generally updated regularly 
according to need. They are generally application-specific, 
resulting in a multitude of partial or non-integrated 
systems and redundant data and require a non-trivial level 
of computing skills among the end-user community. 

Example tasks: billing, registration, etc. 

B. Management Information System 
A management information system (MIS) is a system or 

process that provides information needed to manage 
organizations effectively. The term MIS appears to depict a 
variety of applications is developed for the manager where 
the application is to provide information about sales, 
inventories and other data that will assist in the process of 
managing the company. An 'MIS' is a planned system of the 
collection, processing, storage and dissemination of data in 
the form of information needed to carry out the 
management functions. The terms MIS and information 
system are often confused. Information systems include 
systems that are not intended for decision making. 

C.  Business Intelligence System 
Business intelligence (BI) refers to specialized system 

for retrieving decision support information, by analyzing 
huge amounts of data to help decision makers improve 
their performance of their company of organization, gain 
competitive edge, and optimize business process. BI 
technologies provide historical, current, and predictive 
views of business operations. Common functions of 
business intelligence technologies are reporting, online 
analytical processing, analytics, data mining, business 
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performance management, benchmarking, text mining, 
and predictive analytics. Business intelligence aims to 
support better business decision-making. Thus a BI system 
can be called a decision support system (DSS). 

BI uses technologies, processes, and applications 
to analyze mostly internally, structured data and business 
processes while competitive intelligence gathers, analyzes 
and disseminates information with a topical focus on 
company competitors. Business intelligence understood 
broadly can include the subset of competitive intelligence. 
Business Intelligence System (BIS) has become the 
essential tools in helping management make decision in 
most organizations. With the vast amount of data collected 
through the transactions made through the years, 
organizations can stay ahead of competition. Business 
Intelligence is also supported in strategic planning and 
processes. 

Discussion about Business Intelligence solution 
wouldn’t be complete without introducing the three 
heavyweights in the BI community. Ralph Kimball, Bill 
Inmon and Dan Lindsted are leading specialists who have 
their own different theories on how to best go towards a 
business intelligence solution. Kimball believes that 
organizational information should be put in vertical 
information systems at the atomic level, but in a de-
normalized manner, whereas Inmon argues that such 
endeavors should be attempted in a normalized way as 
done in operational systems. For both, Lindsted argues 
that a hybrid approach is the best path since Kimball’s 
denormalized approach is pertinent only for small data 
warehouses whereas Inmon’s approach is pertinent to 
operational systems. The BI community seems to fall in the 
path of Lindsted’s approach recently. 

Here are highlights from approaches proposed by these BI 
gurus: 

TABLE 1. THE HIGHLIGHTS FROM APPROACHES PROPOSED BY BI GURUS 

Bill Inmon Ralph Kimball  Dan 
Lindsted 

Firstly, process 
the design with 
carefully, 
accommodate the 
user need from 
that time to next 
time and then 
built the data 
warehouse. 

Built the data 
mart in 
departments 
which have 
needs and 
initiatives, then 
process the 
integration data 
mart if needed.   

A collection 
of detail-
oriented, 
history-
tracing and 
uniquely 
linked 
collection of 
normalized 
tables. 

Data marts 
sourced from data 
warehouse after 
the data 
warehouse builds, 
data marts which 

The data 
warehouse is a 
collection of data 
marts. It means, 
first built the 
data marts and 

A hybrid 
approach 
combining 
the best of 
3NF and 
dimensional 

in departments 
take the 
information 
source from one 
(and only one) 
data warehouse.  

then built the 
data warehouse. 
 

modelling. 

 

Architecture name 
is Corporate 
Information 
Factory (CIF) 

Name 
architecture is 
bus data 
warehouse. 
 

Dan argues 
that his Data 
Vault is not 
an 
architecture, 
it is more like 
a standard. 

Information 
stored in the 3NF 
relational form. 

Information 
stored in 
multidimensiona
l database. 

Flexible, 
scalable, 
consistent 
and 
adjustable to 
business 
need. 

III.  CHALLENGES OF IMPLEMENTING VERTICAL INFORMATION 

SYSTEMS 

Business intelligence has changed the fate of many 
big organizations, efficient business intelligence systems in 
place have made the manger’s life little easier by providing 
accurate and concise information which helps to make a 
better decision. Vertical Information systems can provide 
unprecedented information to the managers by the aid of 
which managers are able to make thoughtful decisions that 
is best for the company. 

Though it looks all good from the outside and with 
amazing success stories to back up the fact that 
implementing an effective business intelligence solution is 
beneficial for an organization it’s not sans challenges to 
implement one functional and useful solution. Basically the 
challenges that come into significance are related to the 
business organization and how they function. If the 
business processes the business organization do not 
comply with any standard and are haphazard then it will 
not be possible to build a vertical information system to 
serve any meaningful purpose. 

Due to the size and the enormous scope of the 
vertical information system in the form of a business 
intelligence solution, it requires a very high political will to 
implement the solution. It also involves a high degree of 
time, effort which equates to soaring costs to build these 
kinds of systems. This is a prominently evident challenge 
that as the costs and resource investment goes high on a 
system that is not yielding anything fast the management 
has to rethink about investing more funds and resources to 
the system. So the management should be committed to 
get a vertical information system that will eventually help 
to make better decisions resulting in higher turnover of 
the company. 

http://en.wikipedia.org/wiki/Decision_support_system


 

 

Another challenge in implementing a business 
intelligence solution that commands high priority is that 
the system should be focused on the business and 
management aspect rather than just the IT aspect. As the 
system is generally owned and maintained by the IT 
department, but its main users are the management of the 
company. So making it usable and focused on the 
information needs of the user/business executive makes 
the system sustainable and easily accepted by the end 
user.  

Data availability and data quality are two big questions 
to ask if a vertical information system is to be put in 
practice. In some Online transaction processing (OLTP) 
system the vendor might prohibit other systems from 
accessing the database. Chances are there might not be any 
proper system in place to get the data from. Even if there is 
sample data, guaranteeing data quality to get the accurate 
and desirable results needed by the management is a big 
challenge in itself.  

Another practical challenge is to get over the silver 
bullet syndrome. Implementing business intelligence will 
solve all the problems of the business, it will give answer 
to any data and information related question one can ask is 
the general assumption of the user. The over expectations 
should be trimmed down on the realistic level, the realistic 
picture and the things that can be realized should be 
communicated. Managing this mountain of expectation of 
the user that business intelligence solution is the silver 
bullet for all business problems is a hand task to execute. 

IV. APPROACHES TO THE VERTICAL INFORMATION SYSTEM 

There exists approaches to build and implement 
vertical information system in the form of a Business 
Intelligence solution, the approaches basically comprise of: 

1. Top Down Approach:  the vertical information system 
is made because the management layer feels the need 
of the system. It is derived from the mission, objective 
and vision of the organization. This approach is very 
positive for the system because as management is 
committed and wants to implement the system, there 
is easy to implement this system and the financial 
factors are also covered as it’s the management who 
wants the system. 
 

2. Data Driven Approach: is based on the assumption 
that the data already exists in the OLTP system or 
some external database which can be accessed by the 
organization. In this approach the organization wants 
to analyze the existing data and derive a vertical 
information system to assist the business executives 
to make meaningful and logical decisions. In this 
approach the data history and forecasting should be 
kept in mind to give out the results demanded by the 
management. 

 
3. Process driven approach: is based on the business 

processes. Processes that run on the organization 
define the organization. The success of a company can 
simply be measured by determining how efficient its 
processes are. Success largely depends on the 
processes being carried out, so it this approach to 
implement a vertical information system helps to do 
the things on a horizontal process level. 

 
4. Off the shelf:  seems to be the easiest approach where 

the business can buy a rebuilt solution and implement 
it. It is a tool as well as a solution. The strict financial 
regulation on how the financial reports should be 
prepared decides how the reports should be. A 
business intelligence solution in this approach is a 
benchmarking device in itself as the same solution 
can work out for company X and your competition, 
but  it might not be the right solution for your 
business.  

 

V. SUGGESTED APPROACH FOR VERTICAL INFORMATION SYSTEM 

DEVELOPMENT 

In his widely acclaimed book entitled ‘The Data 
Warehouse Toolkit’, Ralph Kimball strongly argues that 
the job of a data warehouse manager is basically similar to 
the job of a publishing editor-in-chief of a magazine. As the 
editor-in-chief’s job ranges from basic lay outing to 
customer demographic study and maintaining reader’s 
trust, the IT manager’s job involved in BI developments 
follows a similar path. BI developer teams need to 
understand the users of business area and their business 
processes, publish the right data at the right time, and 
maintain the trust of executives. 

In light of these facts, we believe that the process-
oriented way of BI development should be the leading 
approach used. In fact, the very first task in developing a 
vertical information system should be selecting the 
business process to model. We need to understand the 
business process of organizations. In following this 
approach, however, we need to understand that a business 
process DOES NOT mean a business function or a business 
department.  

To highlight this point further, let’s take a case of a 
company that is trying to implement a VI system for its 
order’s management process. The first question we should 
be asking in addressing such a requirement should be 
what is the business process and with what source system 
is it supported. A wrong question to ask would be ‘which 
department needs this vertical information system’. The 
reason behind this is that the order management can be 
used by both Marketing department and Sales department. 
These are two different organizational units with the same 
interest in the final published data. If we treat them 



 

 

separately then there will be duplication of resources and 
data and inconsistencies may occur. In BI world, the best 
way to ensure consistency of data is to publish the right 
data once. A single publishing run not only reduces our 
technical efforts in getting the data to the user, but it also 
delivers the same information to all users (irrespective of 
their departments).  

In his book, Kimball [1 pg.32] interestingly argues against 

the data-driven approach as follows: 

“We strongly encourage you to resist the temptation 
to model the data by looking at the source data files 
alone. We realize that it may be much less 
intimidating to dive into the file layouts and copy-
books rather than interview a business person; 
however they are no substitute for user input. 
Unfortunately, many organizations have attempted 
this path-of-least-resistance data-driven approach, 
but without much success.” 

We also argue that the process-drive approach cannot 
succeed in its own without concerted effort by company 
management. Unlike operational systems that capture the 
nitty-gritty details of the operational business world, 
vertical information systems are targeted towards the 
business people in their posh offices in 10th floor.  These 
people may need to exercise their political muscles to get 
the BI solution live. The information dealt is most 
sensitive, even within the organization so successful with 
such endeavor needs management commitment and 
vision. To address this we need to couple a top-down 
approach and convince the business executives and get 
their commitment in this regard. 

VI. IMPLEMENTATION OF BUSINESS INTELLIGENCE SYSTEM IN ETL 

PROCESS USING PENTAHO DATA INTEGRATION  

BI system changes the enterprise data, e.g. 
operational data, transactional data or others (On Line 
Transactional Processing-OLTP) into the dashboard or 
graphical view. This application analyzes data in the past, 
then using dashboard or graphic to support the decision 
and support the enterprise plan. BI is equal to briefing 
books, report and query tools, and executive information 
System. 

The sample data are GPA-PTIK data that we use to 
show all the implementation of  Business Intelligence 
System and Pentaho has chosen as the open source BI 
application. 

 Extraction, Transformation, Loading (ETL) 
process is the important process to built data warehouse. 
A data warehouse is needed to store all transaction data 
(OLTP) before it analyzes into On Line Analytical 
Processing (OLAP). In General, the benefits of ETL are as 
follows: 
1. Transform data from OLTP to OLAP (data warehouse) 
2. Integration between applications 

3. Clean data 
4. Data migration 
5. Export data 
The ETL processes are inextricably linked to the data 
source and the database, which consists of: 
1. Extract the data from an external source. An outside 

source can be a database, csv, excel, xml, web services, 
database, etc. 

2. Transform (Edit) the data so as to suit the needs (can 
also incorporate elements of data quality). 

3. Load (entering) the data into the target end. The final 
target could either be csv, excel, databases, XML, web 
services, database, etc.  

 Pentaho Data Integration (PDI) or Kettle ETL 
utility is open source under Pentaho Corp.Amerika. This 
was originally an initiative of Matt Casters, a programmer 
and consultant Business Intelligence (BI) from Belgium 
who has managed projects for enterprise BI. 
 Currently Kettle ETL is a utility that is very 
popular and one of the best on the market. Some 
advantages are as follows: 
• Have a collection of data processing modules that 

quite a lot. More than 100 modules or step. 
• Have a module that facilitates the design of the data 

warehouse model as Slowly Changing Dimensions 
Dimension and Junk. 

• Performance and scalability are well-proven. 
• Can be developed with a variety of additional 

plugins. 
• Utility Kettle to be used in the integration of this 

data using the Spoon 
 

In the multidimensional model, a database consists of 
several facts table and dimension table. A fact table 
contains the value of the aggregation that is the basis of 
measurement (measure) as well as several keys that are 
related to the tables of dimensions that would be the point 
of view of the measure.  

In the process, the arrangement of the fact table and 
the dimension table has a standard design or schema 
because it is proven to improve performance and ease of 
translation to the OLAP system. 

The schema which served as the basis for performing 
data warehousing. Two of the most common schema used 
by the various OLAP engine is the star schema (Star 
Schema) and snow grain scheme (Snowflake Schema). 

For GPA-PTIK data, we use star schema to show the 
multidimensional model. Star schema based on a single 
fact table surrounded by one or more dimension tables as 
'branches' so that look like stars. Each branching off at one 
of the tables of dimensions. Or in other words the table 
dimensions with this schema are all in the form of leaf or 
leaves and has no other branches. 
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Fig. 1. Star schema of data warehouse GPA for PTIK study program 

Pentaho Data Integration which called Kettle used for 
an integrated diversity of data available on PTIK study 
program in the database. In this case, MySQL is the 
database platform used. Below show all the dimension 
tables of data warehouse GPA for PTIK study program: 

 
Dimension table Student (dim_mhs) 
Data source of dim_mhs table is derived from a list of 
names of students who enrolled in the all semester of 
academic year since 2012. Where the total registered 
students is 1293. However, this data is only as names and 
NIM are stored in Excel files. While the data warehouse 
requires a complete student data, such as place of birth, 
date of birth, gender, year in, etc. Therefore, data 
collaboration with master data that is used in PDPT 
(Database University) needs to be done. The PDPT the data 
are the data Ms. Access. Merging the data source from 
Excel files and data on Ms.Access can be done using this 
PDI. Here is an overview transformation design to use PDI-
Kettle. 
 

 
 
 Fig. 2. The transformation to a table dim_mhs 

 
 
Once the transformation is resulted student dimension 
tables as follows: 
 
 

Table 1. Student Dimension Table 

 
 
 

 
Dimension table Lecturer ( dim_dosen ) 
Data lecturer there in PTIK Study Program (Data Source) is 
the data stored in Excel files. Merging data is done to 
obtain data on the complete faculty. 

 
 
 
 
 
 
 
 
Fig. 3. Transformation for table dim_dosen 

Once the transformation is resulted lecturer dimension 

tables as follows: 

 

Table 2. Table data from dim_dosen 

 
 

 
 

Table Fact GPA ( fact_nilai ) 
Fact tables are created in the transformation by combining 
the dimension tables that dim_dosen, dim_mk, dim_mhs, 
dim_nilai, dim_waktu who had previously designed. 
 



 

 

 
 

Fig. 4. Transformation ETL for table fact_nilai 

Table fact_nilai  after transformation is executed is as 
follows: 
 
Table 3. Table Data fact_nilai 

 
 

 

 
 

VII. CONCLUSION 
Vertical information systems can help an organization 

address its ever-increasing uncertainties within the 
organization and with the outside environment. They 
become even more useful when the information base of an 
organization grows. 

Several approaches can be used in designing BI 
systems. However, we feel the best approach is the 

process-oriented approach coupled with management 
commitment. Since management is the “real” user of such 
systems and since the information at such aggregated, 
‘higher’, levels are sensitive, full commitment of 
management should be harnessed to fully realize a vertical 
information system. 

Going into the intricacies of the data oriented approach 
at an early stage of BI development will end up in a maze 
and will not address the key requirements of business 
people. In addition, such approach may suffer from data 
inconsistencies as data may be replicated by several 
processes.  

Considering the above facts, the business oriented 
process provides a platform for consistent data publishing 
by the BI system. In addition, the business oriented 
approach ensures that data belonging to one business 
process will only be published once, irrespective of the 
number of organizational departments who will be using 
it. 

Using a BI system like Pentaho for doing the ETL 
process to solve the problem of the diversity of data 
sources. After that, the data will be stored in a database 
called the datawarehouse. This an ongoing project for 
creating mdx-query, cube and dashboard of  GPA-PTIK 
datawarehouse. 
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Abstract—Parking is defined as a condition when a vehicle is 
temporary stored. In big cities, where parking space become more 
limited. In most of conventional parking system, driver enter 
parking area, search available parking space and park. Finding 
one available parking space can be frustrating, particularly during 
rush hour or weekend, since the driver did not know the exact 
available space. Some parking service provider count their 
available space and display it at the entry gate, but this system 
cannot detect vehicle that already leave the parking space until they 
reach the exit gate. With the system proposed, driver can reserve a 
parking space. When the vehicle arrives, sensor detects the vehicle 
and set the status to be occupied. Sensor can also detect when the 
vehicle leave the space so the space can be reserved for another 
vehicle. For the system proposed, four sensors are tested with three 
different positions. Sensor placement. Sensor proposed must be 
cheap, reliable, and require minimal maintenance. 

Keywords—Parallax PING, HC-SR04, Sharp GP2Y0A02YK0F, 
CT-SL110, parking  

I.  INTRODUCTION 
The growing number of car industry and increasing 

standard of mobilization leads to more affordable car price. 
From 2009 to 2013, number of cars has been increased 45%, 
and number of motorcycle has been increased to 61% [1]. This 
rapid growing number of cars causes issues in most of cities. It 
causes traffic congestion, air and noise pollution, and driver’s 
frustration that can lead to bad behavior and accident. Parking 
issue became more serious because the limitation of parking 
space [2]. Price for parking spaces are rising up from time to 
time.  

In most of conventional parking system, driver get a ticket 
at the entry gate, find available parking space and park, go to 
exit gate, present or return the ticket, pay the parking fee and 
get the receipt. Finding one available parking space can be 
frustrating, particularly during rush hour or weekend [2]. The 
problem become more complicated because some parking 
service provider still enter the vehicle even though the parking 
lot was already full, with expectation during the searching 
process, there are other users who come out so the empty space 
can be used by the other vehicle. Some parking service 
provider count their available space and display it at the entry 
gate, but this system cannot detect vehicle that already leave 
the parking space until they reach the exit gate. Available space 
displayed at the entry gate did not represent real situation. In 
big or multi-level parking lot, this can cause opportunity loss 
for people who want to park, as well as profit loss to the 
provider. While some of parking service provider offer 
reservation, this system only suitable for scheduled trip. Many 

of this system also require customer to pay deposit or charge at 
higher rate.  

Previous research describe smart parking system based on 
secured wireless network using sensor communication to 
acquire high parking utilization and finding free parking space 
[2]. Further research use sensor to detect free parking space [4], 
and driver can reserve free space by SMS [4] [5]. To identify 
vehicle plate number and other identification, cameras are 
installed nearby parking lot [6]. Ultrasonic sensor was used to 
detect vehicle for parking location [7]. 

The basic operation for the proposed parking system is 
described as: When a vehicle arrive at the entry gate, a monitor 
shows the parking lot map. The driver then choose available 
parking space. System then flag selected space to ‘reserved’. 
When the car enter the designated space, it trigger the sensor 
and system flag selected space to ‘occupied’. When the car 
exit, sensor release the flag in the system so it can be used for 
another car. Sensor proposed must be cheap, reliable, and 
require minimal maintenance. 

II. SENSORS 

A. Parallax PING))) Ultrasonic Sensor 
The parallax PING (PING) sensor is an ultrasonic sensor 

that provide non-contact measurement. The sensor works by 
transmitting ultrasonic burst signal at 40 kHz (chirp).  

 
Fig. 1. Parallax Ping Sensor 

This signal then travel through the air and if it hits an 
object, the signal would bounce back echo to the sensor [3]. 
The sensor uses +5 VDC power supply with 30-35 mA current. 
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Fig. 2. Parallax Ping Clock Diagram 

This sensor has a dimension of 21.3 mm by 45.7 mm and 
has a thickness of 15.3 mm. This dimension makes it easy to be 
hidden at the parking space. Price for this sensor varies from 
IDR.450,000 to IDR.500,000 (US$.31.5 to US$.35.0) 

 
Fig. 3. Parallax Ping Schematic Diagram 

This sensor, however has some limitation. Range is limited 
from 2 cm to 3 meters from the object. Sensor may also fail if 
the surface of the object detected is reflective , while positioned 
at shallow angle.  

B. HC-SR04 Ultrasonic Sensor 
Like the PING, HC-SR04 is an ultrasonic sensor that 

operates at 40 kHz. It also uses +5 VDC but at lower current, 
15 mA [4]. 

 
Fig. 4. HC-SR04 Sensor 

The sensor has identical dimension with PING, but it has 
additional pin for Echo. Unlike the PING, this sensor is much 
more affordable at IDR.17,500 (US$.1.22).  

 
Fig. 5. HC-SR04 Clock Diagram 

HC-SR04 can detect object within 2 cm to 4 meters. The 
sensor also shares similar limitation to detect object at shallow 
angle.  

C. Sharp GP2Y0A02YK0F Infrared Sensor 
The Sharp GP2Y0A02YK0F is a distance measuring sensor 

unit, composed of an integrated combination of PSD (position 
sensitive detector), IRED (infrared emitting diode) and signal 
processing circuit. The sensor adopts triangulation method so 
the variety of the reflectivity of the object, the environmental 
temperature and the operating duration are not influenced 
easily to the distance detection [5]. 

The sensor outputs the voltage corresponding to the 
detection distance. The sensor uses 4.5 to 5.5 VDC power 
supply with 33 mA current. 

 
Fig. 6. Sharp GP2Y0A02YK0F Sensor 

 

This sensor has a dimension of 29.5 mm by 13 mm and has 
a thickness of 21.6 mm. This is bigger than the two previous 
sensors. Price for this sensor is around IDR.175,000 
(US$.12.24). 

 
Fig. 7. Sharp GP2Y0A02YK0F Clock Diagram 

This sensor uses lens that needs to be kept clean. Range is 
limited to 20 cm to 150 cm from the object.  



D. CT-SL110 Single Vehicle Loop Detector 
The device is connected to an inductive loop mounted on 

the road. The device can detect when a vehicle pass over the 
loop.This device cost around IDR.700,000 (US$.49.00). 

 
Fig. 8. CT-SL110 

The device can use 220/110 VAC or 24/12 VDC with 4.5 
W power rating. The device has a dimension of 75 x 37 x 110 
mm, and reaction time of 10 ms [10] [11]. 

 
Fig. 9. CT-SL110 Detection Process 

 
Fig. 10. CT-SL110 Shematic Diagram 

 

III. DETECTION SCHEME 

A. Parking Space 
Parking is defined as a condition when a vehicle is 

temporary stored. Area where a vehicle park is called parking 
space [6]. This space, or called Satuan Ruang Parkir (SRP) is 
measured by the effective area for one vehicle to be stored, 
including surrounding free area and space needed to open the 
door [7]. Parking area for each vehicle type is regulated as 
follow. 

Type Parking Area (m) 
Passenger Vehicle Type I 2.30 x 5.00 

Passenger Vehicle Type II 2.50 x 5.00 

Passenger Vehicle Type III 3.00 x 5.00 

Bus/Truck 3.40 x 12.50 

Motorcycle 0.75 x 2.00 
 

For the experiment, we use Passenger Type 1 SRP (2.30 x 
5.00) area.  

B. Sample Car 
There are 89 passenger cars from 13 manufacturers 

sampled. Main criteria for the sample was their availability and 
popularity for Indonesian market. 

TABLE I.  VEHICLE SAMPLE 

Manufacturer No. of Vehicle 
Sampled 

BMW 11 

Chevrolet 3 

Daihatsu 6 

Datsun 2 

Ford 4 

Honda 10 

Hyundai 5 

Isuzu 1 

Kia 6 

Mercedes Benz 8 

Nissan 7 

Suzuki 7 

Toyota 19 
 

1) Ground Clearance 
Ground clearance is defined as the distance between the 

lower parts of the vehicle to the ground. The tires are not 
considered to this definition as they are designed to be in 
contact with the ground. Ground clearance needs to be 
considered if the sensor is placed under the vehicle.  

Cars grouped into their class to determine the average 
ground clearance. 

TABLE II.  AVERAGE GROUND CLEARANCE 

Vehicle Type Average Ground 
Clearance (mm) 

Small Hatchback 169.50 

Hatchback 154.00 

Minivan/SUV 183.41 

Sedan 137.89 



Vehicle Type Average Ground 
Clearance (mm) 

Full Size Sedan 149.50 

Pickup Truck 202.17 

Average 166.08 
 

2) Car Height 
It is possible to place the sensor above the car, so average 

car height is also calculated. 

TABLE III.  AVERAGE CAR HEIGHT 

Vehicle Type Average 
Height (mm) 

Small Hatchback 1,530.83 

Hatchback 1,518.43 

Minivan/SUV 1,741.97 

Sedan 1,434.59 

Full Size Sedan 1,488.50 

Pickup Truck 1,915.71 

Average 1,605.01 
 

Most of parking building has no more than 3 meters in 
height, so average distance between the roof to the car will be 
1,350 mm. 

C. Sensor Location 
Testing was done at outdoor parking space. For each 

sensor, measurement was conducted 3 times at different place: 

 
Fig. 11. Sensor Location Scenario 

• Above testing vehicle, with sensor pointed down 
directly to the vehicle (270 degree to the horizon) 

• Below testing vehicle, with sensor pointed up directly to 
the vehicle (90 degree to the horizon) 

• Next to testing vehicle , with sensor pointed directly to 
the vehicle (180 degree to the horizon) 

Sensor then placed at different distance with test vehicle to 
test its detection capability. The distance was set at 10 cm step, 
starting from 10 to 150 cm, except for test scenario 2 and 3, 
which is limited to 100 cm to the distance, since further than 
that, it is considered too far. 

IV. TEST RESULT 
Below are test result for each scenario. One indicated that 

the sensor could detect the car as zero indicated that the sensor 
cannot detect the car.  

TABLE IV.  TEST RESULT FOR PARALLAX PING SENSOR 

No Distance 
(cm) 

Test 
Sc. 1 

Test 
Sc. 2 

Test 
Sc. 3 

1 10 1 1 1 

2 20 1 1 1 

3 30 1 1 1 

4 40 1 1 1 

5 50 1 1 1 

6 60 1 1 1 

7 70 1 1 1 

8 80 1 1 1 

9 90 1 1 1 

10 100 1 1 0 

11 110 1 N/A N/A 

12 120 1 N/A N/A 

13 130 1 N/A N/A 

14 140 1 N/A N/A 

15 150 1 N/A N/A 

 

TABLE V.  TEST RESULT SHARP IR SENSOR 

No Distance 
(cm) 

Test 
Sc. 1 

Test 
Sc. 2 

Test 
Sc. 3 

1 10 1 1 1 

2 20 1 1 1 

3 30 1 1 1 

4 40 1 1 1 

5 50 1 1 1 

6 60 0 1 1 

7 70 0 0 0 



No Distance 
(cm) 

Test 
Sc. 1 

Test 
Sc. 2 

Test 
Sc. 3 

8 80 0 0 0 

9 90 0 0 0 

10 100 0 0 0 

11 110 0 N/A N/A 

12 120 0 N/A N/A 

13 130 0 N/A N/A 

14 140 0 N/A N/A 

15 150 0 N/A N/A 

 

TABLE VI.  TEST RESULT FOR HC-SR04 SENSOR 

No Distance 
(cm) 

Test 
Sc. 1 

Test 
Sc. 2 

Test 
Sc. 3 

1 10 1 1 1 

2 20 1 1 1 

3 30 1 1 1 

4 40 1 1 1 

5 50 1 1 1 

6 60 1 1 1 

7 70 1 1 1 

8 80 1 1 1 

9 90 1 1 1 

10 100 1 1 1 

11 110 1 N/A N/A 

12 120 1 N/A N/A 

13 130 1 N/A N/A 

14 140 1 N/A N/A 

15 150 1 N/A N/A 

 

TABLE VII.  TEST RESULT FOR CT-SL110 SENSOR 

No Distance 
(cm) Test Sc. 2 

1 10 1 

2 20 1 

3 30 1 

4 40 1 

5 50 1 

6 60 1 

7 70 1 

8 80 1 

9 90 1 

10 100 1 

 

V. CONCLUSIONS 
HC-SR04 and PING sensor have identical performance, but 

HC-SR04 is more economical in price. Both can be placed 
above or under the vehicle, but it is more maintenance-less if 
placed above the vehicle. Sensor placed under the vehicle can 
be blocked by trashes, prone to liquid such as oil or water from 
radiator/air conditioner. At indoor parking, the sensor can be 
attached to the roof. For outdoor parking, under-vehicle sensor 
considered to be more esthetically better. When using this 
scenario, proper housing, sealing and routine maintenance 
should be performed. 

CT-SL110 Sensor is more robust for detecting vehicle. It 
still can detect the vehicle even the sensor covered with object 
(simulating trash / oil / water). This sensor can be used for 
indoor or outdoor parking. Even though, this sensor require 
more power and more expensive than the other sensor tested. 

All the sensors tested have response time under one second, 
but it is recommended that when a vehicle leave the parking 
space, the system have a delay around 10 to 20 seconds before 
setting the parking space’s status to free. It is necessary to 
make sure that the vehicle really leaves the space. 
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Abstract—This paper proposes throughput evaluation for 

LTE-advanced network access in the particular service area 
employing carrier aggregation (CA) technique. From several 
kind of CA, we evaluate which one the best CA configuration in 
term of network throughput. 30 MHz aggregated bandwidth and 
two component carrier (CC) serve as a primary serving cell 
(PCell) and secondary serving cell (SCell) are used in the 
simulation. Simulation results show that the configuration of 
wider PCell bandwidth resulting better performance of the 
throughput. In particular, in CA intra-band scenario, the 
throughput of non-contiguous CA has better performance 
compared with CA contiguous. Whereas in the inter-band CA 
scenario, CC combination with lower frequency resulting better 
throughput performance. 

 
Keywords–Long Term Evolution (LTE)-Advanced, carrier 
aggregation, component carrier, PCell, SCell, throughput. 

 
 

I. INTRODUCTION 

To meet the demand for high speed services in cellular 
communication, the 3rd Generation Partnership Project 
(3GPP) has developed the technology of Long Term 
Evolution (LTE). LTE has been specified starting in Release 8 
(R8) in a year of 2008 and continued to Release 9 (R9) in 
2009. It doesn’t end there, the development of LTE has been 
continuing to reach the very high speed data services. In 2012, 
LTE-Advanced has been developed as the standard to include 
a new technique that is called carrier aggregation (CA) [1]-[3]. 
CA is a novel scheme that combines multiple frequency 
spectrum to increase the bit rate. CA was first introduced in 
LTE-Advanced Release 10 (R10).  With the maximum 
spectrum utilization in CA technique that is 100 MHz, LTE 
R10 has reached 1 Gbps data rate for downlink and 500 Mbps 
for uplink. However, in order to keep backward compatibility 
with R8 and R9 UEs, the aggregation is based on R8/R9 
carriers. Carrier aggregation can be used for FDD and TDD as 
well. 

In the CA concept, each aggregated carrier is referred to as 
a component carrier (CC). The CC’s bandwidth can vary from 
1.4, 3, 5, 10, 15 or 20 MHz. The maximum number of CC can 
be aggregated is of five component carriers. Therefore the 
maximum aggregated bandwidth is 100 MHz. Furthermore, in 
FDD the number of aggregated carriers can be different in DL 
and in the UL. However, the numbers of uplink CC is always 
equal to or lower than the number of downlink CC. The 

individual CC can also be of different bandwidths. For TDD 
the number of CCs as well as the bandwidths of each CC will 
normally be the same for DL and UL. Once spectrum 
frequency has been allocated to the network operator, they 
have to combine with their existing frequency. Therefore, one 
of three kinds of CA might be happened, i.e. intra-band 
contiguous, intra-band non-contiguous, or inter-band non-
contiguous. In the real network implementation we don’t 
know which one has the best performance, for example the 
performance of user throughput.  

There is not so much research publications revealed that 
discussed related to CA throughput performance. One of them 
is proposed in [4]. This paper deals with field experimental 
results on the block error rate (BLER) of uplink control 
information (UCI) and the downlink throughput performance 
of carrier aggregation (CA). Bandwidth is an asymmetric 
between the downlink and uplink and the center carrier 
frequencies of 3.92625 and 3.67125 GHz in the downlink and 
uplink, respectively. They obtain more than 100 Mbps of 
throughput based on field measurement. However, the 
operating frequency, the bandwidth symmetry between uplink 
and downlink, and the CC combination of CA might not the 
same in the other case. The specific service area, the number 
of eNB, the operating frequency, the frequency bandiwdth, 
and the number of users that belong to the result of LTE-
Advanced network planning based on historical data were 
proposed in our contribution. The objective is to obtain the 
throughput performance among those of available CA 
technique. In addition to the frequency combination, we will 
also observe throughput based on combination of primary and 
secondary component carrier bandwidth. This study was based 
on the access network planning case study in the typical urban 
environment by using computer simulation.  

The rest of the paper is as follows. In Section II we explain 
the concept of carrier aggregation in LTE advanced. Section 
III presents the process of LTE-Advanced network planning, 
Section IV presents simulation result and evaluation, and 
finally conclusion is drawn in Section V. 

 
 

II. CARRIER AGGREGATION CONCEPT 

Today in most of the country, there are almost none of a 
cellular service provider owns continuous spectrum of 100 
MHz. This because of the spectrum scarcity and the number  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

of service provider relatively many in a country. Therefore, it 
emerges the new method called CA technique. There are three 
different modes of CA, namely intra-band contiguous, intra-
band non-contiguous, and inter-band CA. 3GPP’s radio access 
network (RAN) working group 4 (RAN 4) is responsible for 
setting performance requirements of CA technique which 
initially limits the aggregation up to two component carriers 
only. With this method, one UE is able to consume up to 100 
MHz spectrum bandwidth in total.  

In CA technique each carrier or channel, which is 
aggregated, is called component carriers (CCs). Each CCs 
might have bandwidth of 1.4, 3, 5, 10 or 20 MHz. The 
maximum number of channels that can be aggregated is five, 
so the maximum amount of bandwidth that can be used is 100 
MHz. The number of aggregated carriers can different 
between downlink and uplink, but the number of uplink CCs 
never more than CCs downlinks [6]. Each CCs can also have 
different bandwidth. The CA technique is a way of how to 
aggregate some of the CCs. As shown in Figure 1, three 
techniques or types of CA on LTE-A are described and can be 
explain as follows. 

– Intra-band contiguous CA: the method using two or 
more channels in one frequency band sequentially.  

– Intra-band non-contiguous CA: the method to 
aggregating channels within a single frequency band, 
but there is a distance between CC’s. 

– Inter-band non-contiguous CA: the method to 
aggregating different bands of frequency channels, it is 
useful if there is fragmentation band. 

In the CA system, there are two types of serving cell, those are 
Primary Serving Cell (PCell) and Secondary Serving Cell 
(SCell). While PCell have the task to bring Primary 
Component Carrier (PCC) downlink and uplink and handle 
the Radio Resource Control (RRC) connection, SCell have the 
task to bring the Secondary Component Carrier (SCC). There 
is only one PCC in the CA system, but the SCC could be more 
than one. Coverage of PCell and SCell may vary depending  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

on the frequency it is being used. 
In this work, we assume that there are several LTE-A 

network scenarios with FDD duplexing schemes. Two CCs 
and the amount of aggregated bandwidth on each CA 
configuration is 30 MHz. We use frequency combination that 
follows some CA configurations determined by 3GPP release 
10, 11, and 12, i.e. 3GPP E-UTRA Carrier Aggregation 
(TS.36.101) [5]-[7]. 
 
 

III. LTE-ADVANCED NETWORK PLANNING 

A. Coverage Dimensioning 

Radio network planning is an initial process in our work. The 
process begins with the coverage dimensioning in the 
particular environment, as a tested urban area to evaluate CA 
performance. The digital map of that area is uploaded to the 
network planning simulator and then all parameters are 
considered and taken into consideration in the simulation. 
Radio link calculation is a main task in the coverage 
dimensioning to estimate the value of the maximum allowable 
path loss (MAPL) and radio signal received power (RSRP) 
threshold. In this paper we use multiple frequency 
configurations, therefore several different parameters are used 
in the calculation. All the parameters used in the radio link 
budget simulation are summarized in Table 4 and Table 5. In 
the first step, we calculate link budget using simple formula to 
find the number of site required to cover the tested simulated 
area. 
 Receiver sensitivity is calculated by using the following 
equation and the value is in Table I.  

     ( ) SINRNFNxxS rbR +++−= 12000.15log10174    (1) 

where Nrb denotes number of Resource Block, NF is a noise 
figure of the receiver, and SINR denotes signal to inteference 
plus noise ratio. From all those parameters, MAPL and RSRP 
threshold value can be calculated by using the following  

Intra-band contiguous 

Frequency band A Frequency band B 

Component 
Carriers (CC) 

Intra-band  non-contiguous 

Frequency band A Frequency band B 

Component 
Carriers (CC) 

Inter-band  

Frequency band A Frequency band B 

Component 
Carriers (CC) 



TABLE 1. TX-RX PARAMETERS USED IN COVERAGE DIMENSIONING. 
 

Parameters Downlink Uplink 

Transmitter End (eNB) 

Max TX Power (dBm) 43 23 

Number of Tx Antenna 2 1 

Tx Diversity Gain (dB) 3 0 

Feeder Loss per length (dB/m) 0.06 - 

Feeder Length (m) 35 - 

Feeder Loss/Body Loss (dB) 2.1 1 

Connector Loss (dB) 0.5 - 

Receiver End (UE) 

Noise Figure (dB) 8 4 

Required SINR at Cell Edge (dB) -4.13 -5.11 

Fast Fade Margin (dB) 4.5 4.5 

Interference Margin (dB) 5.5 4.5 

Body Loss/Feeder Loss (dB) 1 2.1 

Additional Gain (dB) 0 3 

 
 
equations. 

                       RSRTT SLGGPMAPL −−++=                 (2) 

           shadowingMAPLEIRPRSPP subscriberper +−= min        (3) 

where PT denotes eNB power transmit, GT is transmit 
antenna gain, GR is receive antenna gain, Ls denotes an 
interference margin, and SR denotes receiver sensitivity. 
MAPL minimum of all scenarios will be converted into cell 
radius using Okumura-Hatta propagation model provided by 
(4).  

          
( ) ( )

( ) ( )( ) dhha
hfdBP

tere

tecL

loglog55.69.44
log82.13log16.2655.69)(

−+−
−+=

      (4) 

where fc denotes carrier frequency used in LTE, hte 
denotes eNB antenna height, hre denotes user antenna 
height, and d is the cell radius. For analytical purpose we 
assume a hexagon cell shape which is comprised of 3 
sectors, therefore eNB cell area can be calculated by (5). 
 

                            ( ) 22 951 dxkmLsite .=                       (5) 
 
and the number of calculated eNB is 

                              site

areadesign

L
L

N =                            (6) 

By using all those parameters in Table 1 and equations (1) to 
(6), we are able to calculate the required number of total site 
(eNB) in the tested area. Up to this step, we have done the 
coverage planning in the tested area so that the number of 
eNB within the specified parameter complies to LTE technical 
specification has been derived and described in Figure 2. The 
In the capacity planning process, we have assumed that LTE  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 eNB position on a digital map of a tested area. 
 
subscribers are predicted for the next 5 years. Therefore, the 
network throughput and cell throughput are determined using 
this predicted traffic calculation. The data which are needed 
include population data obtained from statistical municipal 
city office [8], the population growth in the city is assumed to 
be 1.1% per year [9], mobile penetration is 120% [10], LTE 
penetration is 3% [9], and the percentage of subscribers 
belong to particular provider is 42.1%. 
 In the network design process, the total site number is 
determined from the highest number of coverage or capacity 
dimensioning in order to meet both aspect. In the process of 
laying site, the result takes 46 eNB to cover the entire city of 
the tested area which can be seen in Fig. 2. Each site has three 
sectors, and each sector consists of two transmitters with the 
same azimuth, one transmitter for PCell and the other for Scell. 
To examine the network throughput and the network BLER in 
the tested area, we have to know RSRP and CINR inside the 
tested area. 
 

IV. SIMULATION RESULT AND EVALUATION 
The overall result prediction of RSRP and CINR can be seen 
in Fig. 3. Based on simulation using the above parameters, the 
percentage of average RSRP in the  tested area is above 95% 
for all scenarios of A1 to A3, B1 to B3, and C1 to C6. We 
found the value of average RSRP is above -81.29 dBm with 
the minimum value of -100 dBm in all scenarios. The CINR 
minimum that specified in the network of LTE-A is -6.5 dB. 
Based upon that specification, our simulation has shown the 
coverage for downlink CINR prediction is 95% whereas for 
the uplink is 96%. From the results of these predictions, the 
designed network has been meet the target to be able to test 
the throughput and BLER value of the implementation of CA 
techniques in LTE-Advanced networks. 

Now we are evaluating the network throughput and BLER 
use Monte-Carlo simulation method, which its results closer 
to reality because this method generate users based on the data 
traffic. The user follows the distribution of traffic maps as 
shown in Fig. 4, and the weight to be considered according to 
the Poisson distribution is calculated by weighting distribution 
in Fig. 5. Simulations performed 5 times for each scenario 
with the number of iterations in simulations is up to 100 times.  

 



 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Downlink  throughput of whole scenarios. 

 
The results of the throughput and BLER of all the simulation 
will be averaged. 

The results of Monte Carlo simulations for downlink 
BLER values shown in Fig. 6. For the uplink, BLER value is 
zero for all scenarios, so that the uplink effective throughput is 
not different from the peak throughput. In the downlink side 
there is a transmission error which has value ranges from 0.6% 
to 0.7%. In the intra-band CA only uses the 1800 MHz 
frequency (scenario A1-B3) downlink BLER is around 0.67% 
to 0.71%,  while the inter-band CA with a combination of 700 
MHz and 1800 MHz (scenario C1 - C3) has BLER value 
slightly lower, at around 0.63% to 0.65%. For inter-band CA 
which one of its frequency is higher than others (scenario C4- 
C6), its BLER value is also higher, about 0.69% up to a 
maximum of 0.79% at scenario C5 (CC 700 MHz and 2600 
MHz), the difference reached 0.16% with scenario C2 which 
its downlink BLER is the lowest of all scenarios. 
 The difference between the effective throughput with peak 
throughput on the downlink is not far, highest difference is 
only 38 kbps, it can be seen in Fig. 7. From the simulation 
results in Figs. 7 and 8 are known that the downlink 
throughput is ranging from 75 to 80 Mbps, and uplink 
throughput is 51 to 53 Mbps. In CC configuration always 
select lower channel frequency for PCell than SCell, so that 
PCell coverage is larger than SCell coverage. It is known that 
a wider channel bandwidth have more RB, so that throughput 
is even higher. So, with a wider channel bandwidth and lower 
frequency channels, it will produce higher network throughput 
because larger signal coverage, as shown in Fig. 9. Thus, 
although the number of aggregated the same carrier, the CA  
configuration which has wider PCell bandwidth will result 
higher throughput. 
 Average increase in the throughput of bandwidth 
combination PCell and SCell 10 MHz +20 MHz to 
combination 15 MHz +15 MHz is 2.01 Mbps for the downlink 
and 459.61 kbps for uplink. While the average increase of  
combination 15 MHz + 15 MHz to 20 MHz + 20 MHz is 1.87 
Mbps on the downlink and 539.3 kbps on the uplink. So, an 
increase in throughput of PCell bandwidth 10 MHz to 20 MHz 
in the downlink can reach 3.88 Mbps, and 998.9 kbps on the 
uplink. Furthermore, if based on the type of CA, The graph in 
Fig. 10 shows that in the intra-band CA, throughput for intra- 

 

 

 

 

 

 

 

 
Fig. 8 Uplink  throughput of whole scenarios. 

 

 

 

 

 

 

 

 

 
Fig. 9  Downlink throughput based bandwidth PCell dan SCell. 

 

band non-contiguous is higher than throughput for intra-band 
contiguous. This is due to the intra-band contiguous CA 
channel used to be very close together, giving rise to the 
presence of adjacent channel interference, which makes 
getting lower SINR value. The greater the SINR value, the 
higher the modulation type used, so the bearer channel coding 
rate and its efficiency higher, and resulting the higher 
throughput because the number of  transmitted bits per symbol 
is more.  

According to Okumura-Hatta propagation model in 
equation 3, the lower frequencies will have a smaller pathloss, 
so that at the same distance from the transmitter, it would 
produce a better radio channel condition for the user. The 
better the condition of the channel, the greater SINR and 
efficiency bearer resulting higher throughput. Scenario C1 and 
C5 both use frequencies of 700 MHz, but the frequency of 
1800 MHz C5 replaced with a higher (2600 MHz). As a 
result, the throughput decreased 0.59 Mbps, from 79.24 Mbps 
to 78.75 Mbps on the downlink and 0.76 Mbps on the uplink. 
Furthermore, in scenario C6, the frequency of 700 MHz C1 
scenario changed to 2600 MHz. The decrease in throughput 
from C1 to C6 is greater than C1 to C5, which is 1.68 Mbps 
on the downlink and 1.39 Mbps on the uplink. Throughput of 
inter-band CA scenario C6 even lower 0.72 Mbps from intra-
band with the same bandwidth combinations, those are 
scenario A1 and B1 which only uses the 1800 MHz frequency 
band. 



In PCell and SCell bandwidth combination 10 MHz + 20 
MHz, there is a scenario C2 (700 MHz and 1800 MHz) and 
C4 (900 MHz and 2100 MHz), wich have throughput 
respectively 77.56 Mbps and 75.64 Mbps for downlink, and 
53.03 and 51.09 for the uplink. Just like the combination of 
bandwidth 15 MHz + 15 MHz, this time the scenario that uses 
lower frequencies, ie C2, resulting better throughput than the 
scenario C4 that uses higher frequencies. The difference in 
throughput of these two scenarios on the downlink direction 
reaches 1.92 Mbps, and uplink up to 1.08 Mbps. 
 

V. CONCLUSIONS 

Based on the LTE network access design in this study, we can 
conclude the following. We found that the throughput from 
the network simulation, CA configuration with wider PCell 
bandwidth result better throughput. Then, based on type of 
CA in the intra-band, the throughput non-contiguous CA is 
better than contiguous CA.  And the last, in the inter-band CA, 
CC combination with a lower frequency produces higher 
throughput. CA configuration that produces the highest 
throughput in the design area the city is inter-band non-
contiguous CA with the combination of 700 MHz and 1800 
MHz, and the bandwidth combination of the primary and 
secondary serving  cell 20MHz + 10MHz, the throughput is 
80.95 Mbps on the downlink and 53.83 Mbps on the uplink. 
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Abstract-One of OFDM main problem is amount of PAPR 
(Peak Average Power Ratio). The magnitude of  PAPR 
caused the summation of power by the wave in phase so 
that maximum power compared to average power 
becomes high. One method to reduce the amount of PAPR 
is switching null subcarrier with the data subcarrier. This 
method has advantages over other methods that do not 
damage the transmitted signal. BER is not increasing and 
does not require any side information to restore the signal 
to its original data. The problem in the switching method 
is the complexity of the system. In this paper will  offered 
a method based on switching data subcarrier null 
subcarrier. The new method will provide lower complexity 
and the PAPR results  lower than original OFDM but still 
higher than switching the data subcarrier null subcarrier 
method. 

Keyword : OFDM, Null subcarrier data subcarrier 
switching, Data subcarrier null subcarrier switching, PAPR 

I INTRODUCTION 

The communication now is growing very fast. 
telecommunication must be able to transmit bigger dan 
faster data. Data communication in large quantities and 
fast called broadband. Broadband today has become the 
people's needs. Therefore, emerging new technologies 
that support through wireline broadband such as ADSL, 
HDSL, etc. as well as wireless broadband such as 3G, 
WiMAX, LTE, WIFI were developed. Wireless 
broadband becomes a promising technology because it 
has the advantage of easy to implement and requires 
less cost for installation and penetration than wireline. 
The example of wireless broadband that implemented 

in household right now is WIFI. However, wireless also 
has a disadvantage because it is transmitted through the 
air then should susceptible to noise and fading. 
 
One of the technique used in wireless broadband is 
Orthogonal Frequency Digital Multiplexing (OFDM). 
This technique is a development of the Digital 
Frequency Multiplexing. In Frequency Digital 
Multiplexing total signal frequency band is divided into 
N non overlapping frequency[1]. But in OFDM signals 
divided into several subcarriers at a lower speed and 
send it with overlapping subcarriers. This signal 
combined by providing the requisite orthogonal. 
Orthogonal indicates that there is precise mathematical 
relationship between the frequencies of the system[1]. 
When the subcarrier truly orthogonal there is no 
interferences between subcarrier 

An OFDM can be written as : 

s t d N exp 2 ,N
 t tt T 0,  ,               (1) 

 

However, as is everything in the universe nothing is 
perfect. There would be a weakness of OFDM. One of 
the OFDM weakness is the high Peak Average Power 



 

 

Ratio (PAPR). PAPR is the ratio of signal power 
amplitude value with an average amplitude value. More 
subcarrier in the signal would make the PAPR higher.  
High PAPR produced when N signal of OFDM 
subcarriers added in the same phase[2]. The peak of the 
power could be N times larger than average power. In 
mathematical can be written as  

PAPR(dB) = 10 | || |  (2) 

When PAPR is high then the signal needs an amplifier 
with a wide dynamic range to avoid non-linear 
distortion. A key component is the high power 
amplifier (HPA)[3]. Wide dynamic range HPA owing 
to cost, design and most power efficiency 
consideration[3]. High PAPR also decreases the 
efficiency of the amplifier and increases the complexity 
of the Analog to Digital Converter (ADC) and Digital 
to Analog Converter (DAC). Therefore it is necessary 
to develop techniques to reduce the high PAPR values. 
 
In OFDM there is a state in which no energy is 
transmitted or called null. This technique uses one or 
more null carriers with the intention that the data 
considered an subcarrier[4]. With the change in the 
input where data subcarrier that have switched to the 
null subcarrier that no energy transmitted will make the 
differences in IFFT input. Differences IFFT input will 
have different results on the output IFFT and PAPR 
itself. 

method switching null subcarrier data subcarrier which 
proposed by Wong KT, B Wang and J Chen[4].This 
method use null signal on IFFT which use as a guard 
band to switch with data subcarriers. For further if there 
is an OFDM signal with L IFFT which mean has L 
subcarriers  , 1, … ,  with ascending frequencies 
S = 1, … , . And N is Null subcarriers with N =   , 1, … ,  and ascending frequencies   , 1, … , . D is data subcarriers   ,1, … ,  and of course uses frequencies indexing   , 1, … , .\ 

Without modifying L, D and N in OFDM the method 
switches S number of null subcarriers with data 
subcarrier. This switches have one condition that 

and . With this method the 
signal will have  = !! !  number 
different of switching possibilities. As an example if we 
have IEEE 802.11 OFDM signal with 64 subscarriers. 
Its consist of 54 data subscarriers and 12 null 
subcarriers[5]. With one switching null subcarriers data 
subcarriers there is exist   !! !  = !! !  = 

52 possibilities of signal. And for two switches there is !! ! = 1326 signal possibilities. 

 

 

 

 

With different possibilities the signal has different input 
of IFFT which will give the different output and 
different PAPR possibilities. To reduce the PAPR of 
the signal the method should try all of the possibilities 
and choose the minimum PAPR. The advantages of the 
method are there is no modifying on the signal which 
means the method not increasing Bit Error Rate (BER), 
and no side information is needed for this method. By 
the condition  and  the receiver 
will know which null subcarriers were switched and the 
system will un-switch before detector.  Without side 
information means that the method is unlike SLM 
method which usesome subcarriers to send side 
information and reduce the data rate. Another 
advantage of the method could use simultaneously with 
another PAPR reduction scheme such clipping, SLM, 
Partial Transmit Sequence (PTS). 

 

 

Fig. 1(a) OFDM L subcarriers 
           (b) OFDM L subcarriers with N null subcarriers and L-N subcarriers 
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Fig.  2 (a) Data and null subcarriers at OFDM 64 subcarriers 
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II PROPOSED METHOD : PAPR R
USING SWITCHING DATA SUBCA

NULL SUBCARRIERS

A. BASIC CONCEPT 

By using the same method with a
subcarrier data subcarrier can be used a
the lowest PAPR value by combinatio
switching data subcarriers with null 
course this proposed method will b
previous method . When the method o
subcarrier data subcarrier, the subcarri
is the null subcarrier but for the prop
data subcarrier is the one to be switch
numbers of possibilities available in
method would be less because general
null subcarrier in an OFDM signal is 
number of data subcarriers. 
 
For example, in IEEE 802.11 signa
subcarrier the number of data subcarr
for null subcarrier.subcarrier[5]. In o
lowest PAPR value with switching nul
subcarrier method,12 null subcarr
exchange with 52 of data subcarrier fi
the proposed method, the 52 data su
exchanged with 12 null subcarriers fig 3
subcarrier switching the combinatio
methods are  !! !  = !
possibilities of signal. And for two s!! ! = 66 signal possibilities.This 
proposed method has less combin
previous method. 
 

Because the subcarrier already switch
IFFT will change too, hence for 1 swit
OFDM signal there are 12 combination
different PAPR value. Obviously in the
will have both higher and lower PAPR
original signal. This combination wil
lowest PAPR value in order to get the r
sent. To avoid the side information nee
method use the same condition with
subcarrier data subcarrier method. 
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For example, in IEEE 802.11 si

B. COMPUTIONAL COMPLEX
One of  the goal of propose
complexity of the system. It c
calculation. Both of the syst
technique. Which mean th
possibility null and data switch
find the lowest PAPR. Then c
and send the data series to th
both system shown at table 1.  

From table 1 show that the fo
method gives 12 possibilitie
smallest PAPR with 1 switchi
lower computional complexity 
null subcarrier data subca
possibilities.  When 2 sub
proposed method only need 6
with 1326 possibilities when us
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III. SIMULATION AND RESULT 

In order to test the method, in this thesis will simulating 
the proposed method in the computer. Simulation only 
in OFDM transmitter in order to find the less PAPR of 
the signal by computing every possibilities signal.  
Pseudo code of the simulation shown below 

Algorithm proposed method 
begin 
Input  : jumlah_bit, jumlah IFFT= {64, 128, 
256},jumlah_switch={1} 
Output : nilai_PAPR_final, out_IFFT_final 
Jumlah_frame=jumlah_bit/jumlah_IFFT 
For i=1 to jumlah_frame do 

For j=1 to jumlah_switch do 
For k=1 to jumlah_null do 
Switch hdj with gp(jumlah_null) 
Apply IFFT and calculate PAPR 
Save nilai_PAPR(j,k), out_IFFT(j,k) 

End for 
End for 

Choose minimum PAPR,  nilai_PAPR_final(i), 
out_IFFT_final(i) 
End for 
End 

 

 

 

 

 

 

Tabel 2 Simulation Parameters 

IFFT size 64 

Number of Data Subcarrier 52 

Number of switched subcarrier 1 

Modulation BPSK 

Total number of ODFM symbol 4.000 

 

 

 

C. SIMULATION  RESULT 

 

The simulation results are described in the form of 
CCDF . To see how PAPR with 1 switching produced 
PAPR and compare the PAPR  with PAPR of original 
signal and PAPR with previous methods can be seen in 
fig. 4,5 and 6. 
 
At fig. 4 shows that for 64 IFFT size the proposed 
method gives lower PAPR than the original signal but 
still higher than PAPR with previous method. For 
PAPR more than 6 dB original signal has probability 
0.5 (50 percent) and previous method gives probability 
0.3 (30 percent) and the proposed method gives 0.35 or 
35 percent. 
 

 

 

Method 
Switching 

possibilities 

64 IFFT size 

Null 

SC 

Data 

SC 

Number of possibilities 

1 SC 

switching 

2 SC 

switching 

Switching 

null 

subcarrier 

data 

subcarrier 

!! !  12 52 52 1326 

Proposed 

Method 
!! !  12 52 12 66 

Fig. 4 CCDF of PAPR simulation with 64 IF IFFT 
and 1 subcarrier switching 

 

TABLE 1 computional complexity proposed method and previous method 



 

 

  

 
 
 
In the second chart which proposed method simulating 
with 2 subcarrier switching the PAPR still lower than 
the original signal but still higher compare to PAPR 
using previous method (switching null subcarrier data 
subcarrier). It can be seen probability PAPR more than 
6 dB with 2 switching is 0.15 (15 percent) using 
previous method and 0.3 (30 percent) using proposed 
method fig. 5. This probability is decrease compare to 1 
subcarrier switching especially compare to previous 
method. Also shown on both graphs that 2 subcarrier 
switching gives lower PAPR than 1 subcarrier 
switching. This simulation result according to 
hypothesis that PAPR of the proposed method will be 
lower than original signal but still higher than previous 
method. That because the possibility of the signal in 
proposed method less than possibility signal using 
previous method. From table 1 can be seen that for 1 
subcarrier switching proposed method has 12 
possibilities signal compare to 52 possibilities using 
previous method. and for 2 subcarriers switching 
proposed method only has 66 possibilities compare to 
1326 using previous method. 
 
Reducing PAPR using proposed method with 1 
subcarrier switching and 2 subcarriers switching shows 
at figure 6. The graph shows that differences of PAPR 
with 1 witching and 2 switching is very little between 
them,  for 64 IFFT the biggest differences only in 5.5 
db. When using 1 subcarrier switching probability 
PAPR more than 5.5 db is 0.5 then using 2 subcarrier 
switching the possibilities decrease which only has 
0.45. This result does not like previous method that 
gives significant differences. 

    

 

 

IV CONCLUSION 

A new method to reducing PAPR based on previous 
method (switching data subcarriers null subcarriers) is 
proposed. From calculation show that number of 
possibilities signal lower than previous method. that 
mean computational complexity of the system is 
reduced. Hence from simulation show that proposed 
method could reduce PAPR compare to original signal 
with consequence PAPR proposed method  still higher 
compare to previous method. another consequence is 
additional subcarrier switching can not give big impact 
on PAPR reducing. 

[1] Prasad, Ramjee, OFDM for Wireless   
Communication System. s.l. : Artech House, 2004. 

[2] Richard Van Nee, Ramjee Prasad, OFDM for 
Wireless Communication. s.l. : Artech House, 
2000. 

[3] Litsyn, Simon, Peak Power Control in 
Multicarriers Communications. s.l. : Cambridge 
University Press, 2007. 

[4] Wong KT, B Wang, JC Chen, "PAPR Reduction 
by Switching Null Subcarriers and Data 
Subcarriers", s.l. : IEEE, 2011, Vol. 27. 

[5] IEEE. Information Technology. 
Telecommunications and Information Exchange 
Between Systems-Local and Metropolitan Area 
Networks Specific Requirements-part 11 : Wireless 
LAN Medium Access Control (MAC) and Physical 
Layer (PHY) Spesification : High Speed Physical. 
IEEE Std 802.11a. 1999. 

 

Fig. 5 CCDF of PAPR simulation with 64 IF IFFT and 2 subcarrier switching 

Fig. 6 Reducing PAPR using proposed method with 1 and 2 subcarriers 
switching 
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Abstract-This paper aims to analyze the interference between 

wireless traffic light controller and remote keyless entry for 
vehicles. Both systems are located closely to each other at the 
frequency 433-434 MHz. During the analysis, broadcast variant 
time delay on wireless traffic light versus distances between and 
RKE determined to ensure their interference. The interference 
impact is evaluated in a scenario where the wireless traffic light 
and RKE for vehicles operate on frequency 434 MHz and 433.9 
MHz respectively. Three time delays 0 s, 0.2 s and 0.5 s were 
considered during the simulations. The results show that time 
delay 0 s and 0.2 s cause a very high probability of  interference. 
Whereas time delay setting of 0.5 s provide  probability of 
interference about 2 % at distance 5 m.  

 
Keyword: Adjacent Chanel, Interference, probability of 
interference, Remote Key Less Entry, Time Delay.  

 
I. INTRODUCTION  

 
In recent time, the automobile industry demonstrates a 

significant progress. Several important functions are enhanced 
by means of electronic supports. Remote Keyless Entry (RKE) 
based on the use of radio frequency signals is an example of 
such advances. The performance of remote keyless entry 
systems under the influence of conducted Radio Frequency 
(RF) signals was investigated [1]. The RF signal is induced 
through a Bulk Current Injection (BCI) test in the frequency 
range of 1 MHz – 400 MHz into an RKE receiver with the 
314.9 MHz frequency and -110 dBm of sensitivity 
requirements.  

In [2], the robustness of two RKE systems to 
electromagnetic interference is investigated. Measurements are 
performed in an anechoic chamber to estimate the robustness 
of the RF receivers. Results show that the selectivity of both 
systems are poor and they are easily jammed. Field strengths as 
low as 0.1 V/m can already jam the wireless link over a wide 
frequency bandwidth of 4 MHz.  

The development of wireless technology is very fast and its 
applications in many systems are ubiquitous. Wireless 
technology is also used in traffic light controller for 
replacement the previous used underground cable networks. 
Wireless traffic light controller is an electronic module used for 
easy and effective control a road junction with a wireless 
remote control [3]. The system can be driven in one of two 
modes, manual or automatic. In the manual mode, an operator 
can change manually the control of traffic light in the master 
module, and it sends signals to slave controller modules for 
changing the traffic lights. In automatic mode, the traffic light 

controller board will change the light sequence according to the 
preset patterns and time delay. An operator can certainly 
change the pattern at any time using the remote. The propose 
system help the policeman to control the junction by himself 
and be able to change conditions of the traffic flow 
dynamically. 

In this work we observe a RKE system with 433.9 MHz 
which might be interfered by a wireless traffic light controller 
working at a much closed frequency position of 434 MHz. We 
observe the potentially existing interference from the wireless 
traffic light controller to the RKE system as a victim, by 
varying the time delay setting and distance from the wireless 
traffic light controller to the RKE system. 

This work is structured as follows. Section II briefly 
describes the interference, Wireless traffic light systems and 
Remote keyless entry for vehicles. Section III shows the 
simulation scenario adopted. Section IV presents the 
mathematical modeling for the observation of interference 
here. The results and analysis are presented in Section V, and 
finally, the conclusion in Section VI. 

 
II. INTERFERENCE PHENOMENON FROM WIRELESS TRAFFIC LIGHT 

CONTROLLER UPON REMOTE KEYLESS ENTRY  

 
Interference is defined as the effect of unwanted energy due 

to one or a combination of emissions, radiation, or inductions 
upon reception in a radio communication system, manifested 
by any performance degradation, misinterpretation, or loss of 
information which could be extracted in the absence of such 
unwanted energy [4]. The origin of the interference may be at 
any of three locations [5]: A transmitter may generate out-of-
band signal components (such as harmonics) that fall in the 
band of the desired signal. Meanwhile, the front end of a 
receiver may overload or produce spurious responses. And in 
the channel, nonlinearity in the transmission medium may 
cause undesired signal components in the band of the desired 
signal. 

In respect to spectrum positions of the interfering and 
interfered signals, interference is distinguished by co-channel 
interference (CCI) and adjacent channel interference (ACI).  
CCI is defined as interference resulting from two or more 
simultaneous transmissions on the same channel [4]. Whereas, 
ACI is the interference from a signal upon a signal in an 
adjacent channel.  ACI may be caused by inadequate filtering, 
such as incomplete filtering of unwanted modulation products 
in frequency modulation (FM) systems, improper tuning, or 



poor frequency control, in either the reference channel or the 
interfering channel, or both. 

Wireless traffic light controller is an electronic module used 
for easy and effective control a road junction with a wireless 
remote control [3]. The system can be driven in one of two 
modes, manual or automatic. In the manual mode, an operator 
can change manually the control of traffic light in the master 
module, and it sends signals to slave controller modules for 
changing the traffic lights. In automatic mode, the traffic light 
controller board will change the light sequence according to the 
preset patterns and time delay. An operator can certainly 
change the pattern at any time using the remote. The propose 
system help the policeman to control the junction by himself 
and be able to change conditions of the traffic flow 
dynamically. 

 

 
 

Fig. 1. Wireless traffic light controller.  

 
A wireless traffic light controller mounted at a street 

crossing is illustrated in Fig.1. The module consists of 
microcontroller-based master and slave modules. The modules 
are connected to each other wirelessly. In [3], a 2.4 GHz 
wireless system is used. In [6] an RF transceiver ChipCon 
CC1000 916 MHz is applied. In this work, the master and 
slaves modules are connected by a wireless system with carrier 
frequency of 434 MHz.   

A remote control device for vehicles or remote keyless entry 
(RKE) is an electronic device became a popular feature for 
vehicles. The system consists of a handheld subsystem (“the 
key”) and the electronic structure embedded in the vehicle, as 
depicted in Fig.2. The RKE module includes the following 
features locking, unlocking, remote start, window closures, and 
activation of an alarm. Fig.2 describes how the remote keyless 
entry works. In “the key”, a sequence counter together with an 
encryption key is combined to get a secure encrypted data. The 
data is sent by an RF transmitter to the on-the-vehicle mounted 
receiver. The RF transmitter and receiver used in the RKE 
works on UHF (ultra-high frequency) range, 315 MHz or 433 
MHz [9].  

 
 

III. OBSERVATION SCENARIO  

 

In this work, an assessment on the effect of interference from 
wireless traffic light controller upon a remote keyless entry is 
carried out. The observation is performed in an open area, i.e. 
the wireless traffic light controller module, the remote keyless 
entry and the measurement instrument (a spectrum analyzer) 
are located in an outdoor environment, as shown in Fig.3. 

 

 
 

Fig. 2. Remote keyless entry for vehicles.  

 
Regarding to the scenario in Fig.3, the received signal 

powers are measured by varying the time delay setting (0s, 0.2 
s and 0.5 s) at the microcontroller in the master module of the 
wireless traffic light controller. By a certain time delay, for 
example by time delay 0.2 s, the effects of interference is 
studied by varying the distance from the wireless traffic light 
controller to the spectrum analyzer. The received signal is 
designated as the interference signal (iRss).  

 

 
 

Fig. 3. Observation Scenarios.  

 
At the same time, the signal sent by the remote keyless entry 

from a fixed distance of 1.0 meter is measured. The received 
signal is designated as the desired signal (dRss). This data will 
be useful for the analysis of probability of wireless interference 
obtain traffic light on the remote key less entry. Additional 
information in this research are, the remote keyless entry used 
is remote keyless entry of Xenia car, which works at frequency 
about 433.9 MHz, and the following table should give 
parameters of the master module of the wireless traffic light 
controller. 



TABLE I  
PARAMETER OF THE MODULE WIRELESS TRAFFIC LIGHT 

CONTROLLER 

Carrier 
Frequency 

Interface Modulation RF 
power 

Impedance 

434  MHz RS 232 / RS 
485/ TTL 

GFSK ≤ 10 
dBm 

50 Ω (antenna 
port) 

 
 

IV. MATHEMATICAL MODELING  

 
This section provides the mathematical description to 

quantify the interference level occurring in cases observed in 
this research. The quantity used here is the probability of 
interference from the wireless traffic light controller upon the 
remote keyless entry (RKE) for vehicles. The probability of 
interference used here is as defined in [7]:  

 

NII  P = P 1    (1) 
 
where PI is the probability that the wireless traffic light 

controller interferes the RKE, PNI is the probability that 
wireless traffic light controller does not interfere the RKE, with  

 









 RXNI sensdRss

I

C

iRss

dRss
 = P   (2) 

 
dRss and iRss are as defined in previous section, the desired 

received signal strength and the interference received signal 
strength, respectively, (C/I) is the signal-to-interference ratio 
and sensRX is the receiver sensitivity. Eq. (2) is a conditional 
probability that the ratio of the desired received signal strength 
to the interference received signal strength bigger is than the 
signal-to-interference ratio given that the desired received 
signal strength bigger is than the receiver sensitivity. 

 

 
Fig. 4. The signal levels used to determine whether or not interference is 

occurring [8].  

 
 
Fig.4 (a) represents the situation when there is no 

interference and the victim is receiving the desired signal with 
some margin. In this case the victim’s Signal level is given by 
the sum of the Sensitivity and wanted signal margin l.  Fig.4 
(b) illustrates what happens when interference occurs. The 
interference adds to the noise floor. The difference between the 

wanted signal strength and the interference signal, measured in 
dB, defines the Signal to Interference ratio. This ratio must be 
greater than the required C/I threshold if interference is to be 
avoided.  The spectrum analyzer checks for this condition and 
records whether or not interference is occurring. This is figure 
illustrated further in Fig. 5. 

 

 
 
Fig. 5. Illustrative summary of the interference criteria computation [8]. 
 

 
In this research, for each parameter setting, i.e. certain time 

delay setting and distance from wireless traffic light controller 
to the spectrum analyzer, we conducted 100 times 
measurements each event and counted the number of two 
situations which could happen. In this way, the conditional 
probability should be approximated numerically by 

 

all

good

I
N

N
 = P 1    (3) 

 
where  
- If  C/I trial  >   C/I target state : “ good “ event 
- If  C/I trial   <  C/I target state : “ interfered “ 
 
The capacity of the wireless system is dependent on the 

value of C/I. The smaller the value of interference or noise that 
happens then the performance of the remote keyless entry for 
vehicles becomes better. In this research the value of C/I target   
is defined from the experiments, in which ratio the RKE can 
still work under interference by the wireless traffic light 
controller. The Value C/I target  above 0 dB does not interferer 
RKE   

 
V. RESULTS  

 
Due to the almost overlapping spectrum interval between the 

wireless traffic light controller and the remote keyless entry 
(RKE), we belief the continuous operation of the wireless 
traffic light controller, i.e. time delay setting 0 s, can interfere 
the RKE. However, too large value of time delay can degrade 
the performance of the traffic light controller, and hence can 
affect the traffic flow significantly. In this work, we would like 



to study, how the traffic light controller can interfere the RKE 
by a certain time delay setting at a certain distance. 

 

 
(a) 

 
(b) 

Fig. 6. (a) captured measurement for time delay 0.2 s, (b) captured 
measurement for time delay 0.5 s. 

 
Fig. 6 shows the received signals from the RKE at the 

distance 1.0 m, for case (a) from the wireless traffic light 
controller at 1 m by a time delay 0.2 s, and case (b) from the 
wireless traffic light controller at 10 m by a time delay 0.5 s. 
We see for case (a), the received signal from the RKE is about 
-65 dBm at the frequency 433.9005 MHz, and the received 
signal from the wireless traffic light controller about -60 dBm 
at the frequency 434.001 MHz, which yields the approximated 
signal to interference ratio of about C/I trial = -5 dB. This value 
is smaller than the C/I target, so that this case is categorized as 
interfered condition. In the case (b) we received the signal from 
RKE -62 dBm at 433.9145 MHz and from the wireless traffic 
light controller -65 dBm at 434.001 MHz, which leads to C/I 
trial = 3 dB. The second case belongs to the “good” event. In 
this measurement use variasi variant FM with WFM ( Wide 
FM ) maximum 48 KHz at spectrum analyzer to get maximum 
peak power signal WTLC and RKE . 

 

 
Fig. 7 Probability of Interference Wireless Traffic Light upon the RKE. 
 
We repeat now such observations hundred times for different 

time delay settings 0 s (continuous case), 0.2 s and 0.5 s at the 
different distances from the wireless traffic light controller to 
the spectrum analyzer, whereas the distance from the RKE to 
the spectrum analyzer is kept constant by 1.0 m. By counting 
the ‘good’ event for each setting, we can approximate the 
probability of interference by eq. (3). 

Fig. 7 summarizes the observation results. We have no 
chance to avoid interferences for the continuous case. Also for 
the time delay setting of 0.2 s, the interference is still too high 
for the RKE system, even for large distance at 10 m we still 
have very strong interference (99 %). 

The setting of time delay to 0.5 s changes the condition 
significantly. At the same distance to the spectrum analyzer as 
the RKE system, i.e.1 m, the RKE system delivers more power 
to the spectrum analyzer than the wireless traffic light 
controller does, so that the probability of interference shows a 
value of 45 %. By moving the spectrum analyzer away from 
the controller, the probability of interference decreases 
monotonic, and shows the value about 2 % at the distance of    
5 m. This observation results could be as a recommendation for 
choosing a parking location, especially for crowded places like 
in downtown. 

 
VI. CONCLUSION 

 

In this research we conducted an interference analysis from 
the wireless traffic light controller (WTLC) upon the remote 
keyless entry (RKE) system. We made observation by different 
settings of time delay (0 s, 0.2 s and 0.5 s) and at different 
distance (1 m to 10 m) between the wireless traffic light 
controller to the spectrum analyzer. By taking the C/I between 
the signal from the RKE and the interference from the WTLC 
to the spectrum analyzer, we counted the number of the 
interference cases. The observation gives the results, that the 
time delays 0 s and 0.2 s lead to very strong interferences. 
However the time delay 0.5 s causes smaller interferences. At 
the distance of 1 m the probability of interference is 45%, 
whereas for the distance 5 m, the probability of interference 
decreases to a very smaller value of 2 %. 
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Abstract- Nowadays, world is on going to “Convergence Era”, 
where data, voice, and video overcome to pass through same 
network, like IP network. Unfortunately, the fast growth of 
application technology has not been supported yet by default IP 
network in the case of quality of service. As we  know, that voice 
over IP services have sensitivity to delay, jitter, latency, and 
requirement of different bandwidth which is also requiring some 
service guarantee. How comparing queue mechanism of VoIP 
attributed to QoS?  In this case, need to give guarantee of QoS 
relied on operation of data packages to be delivered along with its 
scheduling. Scheduling represent queue mechanism from an 
applying of network QoS’s, that is an arrangement process of an 
exit and entry of assumed data packages queuing exceed CIR 
(Committed Information Rate) specified. Regulation of this data 
exit and entry can be formed with specified classification. This 
research compare queue method of First In First Out ( FIFO) 
with two algorithm type of WFQ scheduling which at most used, 
that is Class Based Weighted Fair Queuing (CBWFQ) and Low 
Latency Queuing (LLQ). Pursuant to Delay, Jitter, and MOS 
(Mean Opinion Score) obtained, LLQ give performance of 
network in a better way. 
Keyword: VoIP, QoS, CIR, LLQ, Riverbed. 

 
I. INTRODUCTION  

In supporting growth of a sustainable development, a 
development of friendly environment technology is urgently 
needed. Technological environmental friendliness earn  is also 
marked with existence of a better technology development 
giving effectiveness. Among other is development of 
technology giving the increases of our network performance. 

Human internet activity is being progressively in time. 
Taken from survey, obtained at just 2011, the activity in most 
business sector is often by to send and accept e-mail equal to 
97.69%, while the lowest percentage activity is hotel 
promotion equal to 0.03%, teleconference through VoIP its self 
equal to 13.54% [16]. This percentage is indicate that the 
requirement of VoIP technology need excellence of good 
network. 

With an early hypothesizing that queue mechanism of LLQ 
have better performance [16], [13], this research conducted to 
know as for how comparing VoIP queue mechanism to it’s 
QoS? In this case, by comparing traffic scheduler of VoIP with 
algorithm of Low Latency Queuing (LLQ) with First In First 
Out ( FIFO) and Class Based Weight Fair Queuing (CBWFQ). 

As for limitation, this research concern on several things, 
that network only focused at two router and also in application 
of VoIP, then this research use simulation software of Riverbed 
Academic Edition in it’s perception.  

 
II. THEORY  

 
Information for the classification process in the IP header 

field or in other words the process of classification on layer 3 
of the OSI standard, there are two kinds, namely IP Precedence 
and Differential Service Code Point (DSCP). This 
classification information specified in the first three or six bits 
of the field Type of Service (ToS) in the IP packet header. 

Based on the timeline-based categories, there are 3 Network 
QoS parameters, namely Delay, Jitter and Response Time [15]. 
In here, we are only use the Delay and Jitter parameters 
because these parameters have the greatest influence on the 
Network. This research are also used mean opinion score 
(MOS) to analized the performance of network. 
A. Delay 

Delay is the time it takes a bit of data to pass through a 
network from a node to another node. There are three pieces of 
delay, namely 

- Transmission Delay 
- Propagation Delay 
- Delay processing 
Performance is considered good if the value of the resulting 

delay getting smaller. To compute a delay can be formulated as 
follows: 

Delay = Time of Arrival - Post time   (1) 

In OPNET tutorial outlined on its website[18], the delay 
represented by End-to-end delay, ie a total delay of voice 
packets (analog-to-analog) mathematically written: 

Packet end-to-end network delay = delay + delay + delay 
encoding decoding + compression decompression delay + 

delay + delay dejitter_buffer   (2) 

 

B. Jitter 



Jitter is a variation of delay caused by long queues in a data 
processing time. There are two types of jitter, which is one way 
jitter and inter-arrival jitter. Mathematically written as follows. 

arrivalpacket

timetotal
delayaverage

_

_
_    (3) 

The ITU-T standard value of jitter is still tolerable is 30 ms. 
 

C. Mean Opinion Score (MOS) 
Mean opinion score ITU Recommendation P.800 is used to 

measure the performance of a multimedia communications 
over a network based on a view of the end user. 

In the multimedia communication network (such as audio, 
video, or voice telephony), especially when the codec used to 
compress the bandwidth required for the communication, it 
takes MOS to measure the extent to which the quality of the 
communication is based on the perspective of the end user. End 
users will provide an assessment of the range of numbers 1 -5 
wherein, figure 1 means very poor quality and number 5 is very 
good quality. 

 
D. Traffic Scheduller 
1) First In First Out (FIFO) traffic scheduller 

FIFO queuing technique refers to the FCFS (First Come 
First Serve), the data packets are processed first come first. 
Data packets that come out first in the input into the FIFO 
queue, and then issued in accordance with the order of arrival. 
FIFO queuing technique is suitable for medium-sized networks 
with bandwidth of 64kbps but spend enough processor and 
memory resources. 

 
Fig. 1. FIFO queue [6] 

 
2) Weighted Fair Queuing (WFQ) traffic scheduller 

WFQ consists of two types of algorithms, ie CBWFQ and 
LLQ as described later. WFQ mathematically expressed by SN 
(Sequence Number) in the equation: 

SN = Previous_SN + (Weight * New_Packet_Length)  (4) 

Then,  

Weight = 32384/(IP Precedence +1)  (5) 

CBWFQ in initial mode on an interface separates traffic into 
flows, determining the transmission speed of each queue, and 
then weighting the priority of each queue. From the perspective 
of WFQ, there are two categories of data flows: a session high 
bandwidth and low bandwidth session. Low-bandwidth traffic 
effectively given priority over high-bandwidth traffic, and high 
bandwidth traffic transmission service proportionally dividing 
joint according to a predetermined weighting. 

 
Fig. 2. LLQ Architecture (Implementing Cisco QoS, 2006) 

 
 

III. RESEARCH METHODS  
 

The research method used is the application and 
measurement of simulation network using Opnet/riverbed 
software. As for the mind set of simulation/research is can be 
depicted at picture below. 
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Scheme of simulation used to design network system to be 
used at this research, as well as designing topology for the 
VoIP nodes. Making of simulation, that is to make simulation 
in OPNET/Riverbed Academic Edition based to devices which 
have been made before. The measurement done with 
measuring performance from three queue method of FIFO, 
CBWFQ and LLQ at parameter of Packet End to End Delay, 
Jitter, and Mean Opinion Score ( MOS). 

Data retrieval is steps to be taken after the results of the 
measurements obtained. The data obtained from simulations 
using OPNET/Riverbed Academic Edition. From the results of 
the processing of this data will be created statistics from the 
data obtained. Then, do the analysis and drawing conclusions 
on all results of data retrieval. 

As for application settings and configurations can be done as 
option following, pursuant to topology settings and of the 
following atribute. 

 

 
 

Fig. 4. Network Topology [9] 

 
Network topology above consist of: 4 workstation 10BaseT, 

link 10BaseT, 2 Router, FTP Server, Video Server, and PPP 
DS1 link with capacities of link 1,544 Mbps with average 
packet size 200 byte. That workstations is: 
 FTP Client is conduct transmission of FTP with FTP 

Server, by 50% command put and 50% command get, 
inter request time generated with constant distribution, 
and mean outcome is 10, file size 500 kbps. With Type of 
Service: Best Effort. 

 Video client, by default consist of 1 user asking for video 
service of video server  

 Voice over IP - VoIP 1, to get communications voice with 
VoIP 2.  

 Voice over IP - VoIP 2, to get communications voice with 
VoIP 1. 

 
In the network there are 3 applications: FTP Application 

(Parameter for the application of this FTP is: High Load with 
Type of Service (ToS) is Best Effort (0)); Video of Application 
(Parameter for the video application is: VCR Quality Video, 
with ToS Streaming Multimedia (4)); Voice Application 
(Parameter for the application of this FTP is: PCM Quality 
Speech, with ToS Interactive Voice (6)). 

Profile configuraton in network above is: FTP Profile 
(Application: “Aplikasi FTP”, with Start Time Offset : constant 
(5), and Repeatability: Once at Start Time, Operation Mode: 
Simultaneous, Start Time: constant (100), duration: end of 
simulation); Video Profile (Application: “Aplikasi Video”, 
with Start Time Offset: constant (5), and Repeatability: Once at 
Start Time, Operation Mode: Simultaneous, Start Time : 
constant (100), duration: end of simulation); Voice/VoIP 
Profile (Application : “Aplikasi Voice”, with Start Time 
Offset: constant (5), and Repeatability: Once at Start Time., 
Operation Mode: Simultaneous, Start Time: constant (100), 
duration: end of simulation). 

 
IV. RESEARCH RESULTS  

 
A. Voice Traffic Average FIFO, CBWFQ, and LLQ 

Voice Traffic Sent to be obtained from FIFO, CBWFQ, and 
LLQ in the measurement have same values. This means that all 
of the method of queuing is observed, ie FIFO, CBWFQ and 
LLQ, experiencing the same conditions. 
 

 
 

Fig. 5. Average in Voice Traffic Sent of  FIFO 
 

 
 

Fig. 6. Average in Voice Traffic Received of FIFO 
 



Voice Traffic Received to be obtained from result is that 
maximum number reach 3,105kbps.  

 
 

 
 

Fig. 7. Average in Voice Traffic Sent of  CBWFQ 
 

 
 

Fig. 8. Average in Voice Traffic Received of CBWFQ 
 
Voice traffic received to be obtained from result that 

maximum number reach 3,741.4kbps.  
 
 

 
 

Fig. 9. Average in Voice Traffic Sent of  LLQ 
 

 
 

Fig. 10. Average in Voice Traffic Received of LLQ 
 
Voice traffic received to be obtained from result is that 

maximum number reach 3,741.7kbps.  
 

B. Voice Packet End-to-End Delay of FIFO, CBWFQ, and  
     LLQ 

 

 
 

Fig. 11. Voice Packet End-to-End Delay of FIFO, CBWFQ and LLQ 
 
At FIFO, delay happened until number 2s, while CBWFQ 

and LLQ delay at spanning 0,01s. LLQ data and CBWFQ 
relatively have same value, some this LLQ data below 
CBWFQ is equal to 105ms. But some other CBWFQ delay 
data doesn’t. It’s means that this LLQ can degrade delay 
compared to CBWFQ but relative unstable yet. 

At some data, LLQ have smaller delay than CBWFQ, that is 
about 105ms. Both queue method, that is CBWFQ and LLQ, 
have value of delay below 150ms. Its mean can be well 
accepted by user. This matter refers to recommendation of 
ITU-T G.114 concerning delay at one way communication. 
The application network delay of VoIP, including best range 0-
150 ms (acceptable for most application).  



C. Jitter of FIFO, CBWFQ, and LLQ 
 

 
 

Fig. 12. Voice Packet End-to-End Delay of FIFO, CBWFQ and LLQ 
 
From the above results, it can be concluded that the result of 

the jitter value obtained is within the limits of the ITU-T 
standard value of jitter is still tolerable is 30 ms. The graph also 
shows that for every scenario jiiter greatest value obtained in 
the FIFO scenario, this is due to the instability of the network 
delay when using the FIFO than CBWFQ and LLQ. So, Higher 
jiiter values to be got at FIFO scenario, this matter because of 
instability of delay when using FIFO compared to CBWFQ and 
LLQ. 

 
D. Mean Opinion Score (MOS) of FIFO, CBWFQ, and LLQ 

 

 
 

Fig. 13. MOS of FIFO, CBWFQ and LLQ 

 
By refers to ITU-T P.800 recommendation, from result of 

average value of MOS for CBWFQ obtained value “4”. While 
at LLQ obtained by value at “4” also. Differ from FIFO at 
value “1”. Thereby, CBWFQ and LLQ have “Good” in 
opinion, while FIFO have “very bad” in opinion. 

Related research conducted by Miftah Rahman [16]. In this 
study, Miftah Rahman  analyzed the network quality in the 
network that integrates VoIP by comparing various kinds of 
encoding such as G.711 and G.729. Any study found that the 
congestion management method LLQ produce better delay 
(time delay is more stable) than CBFWQ method. It is based on 
Priority Queuing features adopted by the LLQ. 

Related to this research, analysis of network quality in the 
network that integrates VoIP, based on parameters of delay, 
jitter, and MOS, obtained that some of the LLQ voice data 
congestion management method transfer quality produce 
better, characterized by a time delay which is smaller than the 
CBFWQ method. Then, in the qualitative parameters, MOS 
(Mean Opinion Score) of LLQ  and CBWFQ at better than 
FIFO 
 

V. CONCLUSIONS  
 

The conclusion of this research is that  by using LLQ 
scheduling technique, Quality of Service condition can be 
better, so that for the voice application which is sensitive to 
delay still fulfill voice delay standard even network in a 
overload state. Besides, with same configurations, LLQ have 
very good QoS for voice more than FIFO and CBWFQ.  
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Abstrack— the development of technology is increasing 
rapidly. These developments have a huge impact on all 
areas, including The Health Field. Blood is one very 
important component in supporting the health of the human 
body. The lack of information about blood stock availability 
in hospitals and the Indonesian Red Cross (PMI) makes 
people often have difficulty in getting the blood they needs. 
Today many people are willing to donate blood to help 
people who in needs for blood, but time and cost became 
their main obstacle, because they need to find the nearest 
hospital or Indonesian PMI to do so. This application is built 
to be able to help people get information about existing 
blood stocks and provide media that can deliver information 
to people who want to donate their blood. This application is 
built using Hypertext Preprocessor programming language 
(PHP). The methodology use is Rapid Application 
Development (RAD) and using UML (Unified Modeling 
Language) as a modeling tool. The test result showed that 
this application is properly function and this application can 
assist the people in ordering the blood it needs and the 
people who wants to donate their blood without having to go 
to the nearby hospital or PMI. Keywords: Blood, Blood 
Stock, Mobile Web. 

 

I. INTRODUCTION 
    The development of today's world demands a very high 
technological progress in various fields, one of the field is 
health. Information technology is needed by everyone to 
improve the provision of information so as to facilitate the 
public in obtaining information in the field of health. 
Blood is a vital component that is necessary for human 
health.  

The human need for the availability of blood stock both 
in hospitals and in the Indonesian Red Cross (PMI) is 
higher than ever, because of the increased in accidents 
and sickness that need blood.  

 People often have difficulty in finding blood stock, due 
to the availability of stock of blood in hospitals and in the 
PMI were limited. The supply of blood is very limited, 
this is not caused by the unwillingness of people to 
donate, but more to they don’t know where to go or what 
are the requirement to be able to donate their blood. On 
the other hand people who need bloods don’t have the 
information about the bloods availability or know where 
to go to find the specific blood they need. Those problems 
are prove to be not efficient and effective because it will 
take a lot of time and money. 

  Based on the description of the problems that exist, 
then there is a need to build an application service and the 
provision of blood, especially for people in the city of 
Manado which can be accessed on mobile phones that 
have a browser that will be built based on mobile web that 
can help get information about the availability of blood 
stock in the house sick and PMI, as well as to facilitate the 
public to get media that can distribute information blood 
donation, so as to help meet the needs of blood stock that 
is often lacking in the city of Manado. 
  Based on the description of the problems above, then 
there is a need to build an application that can be accesses 
via mobile phone through browser, which can help society 
by providing information about blood stock in Hospital or 
PMI and also information about where people can donate 
their blood, and eventually will help solving the shortage 
of blood stock in Manado. 

II. OBJECTIVE 
    To create an application that can be access from mobile 
and web that can help the society in Manado to get 
information about place, requirement, and stock of blood 
in hospital and PMI in Manado. 
 

III. LITERATURE REVIEW 

A. Web application 
    Web applications originally built only by using a 
language called HTML (HyperText Markup Language), 
and the protocol used is called HTTP (HyperText 
Transfer Protocol). In the next development, a number of 
scripts and objects were developed to expand the 
capabilities of HTML. Those scripts are PHP and ASP 
and object are Java applet. The web application itself can 
be divided into two, namely static and dynamic web [1].. 
 

B. Blood 
Blood comes from the word hemo or hemato derived 

from the Greek word haima which means blood. Blood is 
a liquid that serves to send substances and oxygen needed 
by the body tissue, transporting chemicals products of 
metabolism, as well as the body's defense against viruses 
or bacteria [2]. 



Human blood is a liquid body tissue, its main function 
is to carry oxygen which is needed by cells throughout the 
body. In detail, the function of blood is as follows: 

1. Respiration : oxygen and carbon dioxide carrier 
2. Nutrition: the carrier of nutrients 
3. Excretion, i.e. transport of urea to be excreted 
4. Plays a role in maintaining the body's acid-base 

balance 
5. Regulate the balance of water between plasma 

and tissue fluid 
6. Regulation of body temperature: heat formed by 

the metabolism in tissues is carried by the blood 
to the body surface to be emitted to the outside. 

7. Protection against infections: antibodies, 
leukocytes 

8. Transport of hormones and enzymes. 
 

C. Blood Type 
Blood type is a special characteristic of blood from an 

individual because of different types of carbohydrates and 
proteins on the surface of red blood cell membranes. Two 
types of blood classification which is important are ABO 
and Rhesus (Rh factor) [3]. 
 

D. Rhesus 
 Rhesus System was divide into two groups, namely: 
1. People with Rh-positive (Rh +), mean blood has Rh 

antigen as indicated by the positive reaction or 
erythrocyte clumping occurs at the time of the tests 
with anti-Rh (Rh antibodies). 

2. People with Rh-negative (Rh-), mean blood does not 
have Rh antigen as indicated by the negative reaction 
or clotting does not occur when testing with Rh (Rh 
antibodies) [4]. 

Blood was collected in sterile plastic bags and anti-blob 
containing material for blocking blood clots and also 
preservative to ensure red blood cells keep alive. Blood 
can be stored up to 42 days and must be treated and 
cooled properly [5]. 
 

E. System Development Methodology 
Development of this application will follow the stages 

in accordance with the methodology of Rapid Application 
Development (RAD). According Soetam (2011), RAD 
(Rapid Application Development) is a software 
implementation method that prioritizes speed and 
flexibility in it. This method aligned with the development 
of programming languages which is leads to the concept 
of reusable and visual programming. Of course, this 
method is very difficult to implement if application is 
developed with the "old-fashioned" programming 
language like Assembly language [6]. 

IV. ANALYSIS AND DISCUSSION 

F. Identifying target User 
Table 1. List of Targeted User 

List of the 
target user 

Role Responsibility 

Application 
Administrator 

Admin  - Controlling all 
existing data in the 
application 

- See reports of blood 
stock in the hospital, 
PMI. 

- Confirm acceptance 
of new users in the 
application. 

Hospital User - Entering 
information about 
blood stock in 
Hospitals. 

- Can view blood 
stock information in 
hospitals and Red 
Cross. 

- Provide 
confirmation for 
people who ordered 
the blood that is in 
the hospital. 

PMI  User  - Entering 
information about 
blood stock in PMI. 

- Can view blood 
stock information in 
hospitals and Red 
Cross. 

- Provide 
confirmation for 
people who ordered 
the blood that is in 
the PMI. 

General Public User  - Entering data about 
blood donation 

- Can view blood 
stock information in 
hospitals and Red 
Cross. 

- Provide 
confirmation for 
people who ordered 
the blood. 

- Provide information 
regarding the urgent 
need for blood. 

 



G. Use Case Diagram 
This stage contains a clear view of the interaction 

between user and the system using use case diagram. 
 
 

 
Figure 1. Use Case Diagram 

 
 
 
 
 

  
 

H. User Interface 
    In this figure below is the implementation of the user 
interface from finished application. 
 

 
Figure 3. Home Interface of the application 

 
This figure shows the interface for donating blood. 
 

 
Figure 4. Interface for Blood donating page 

 
 This figure shows the interface to enter blood stock in 
hospitals. 



 
Figure 5. Interface for adding blood stock for hospital. 

 

V. CONCLUSION AND SUGGESTION 

I. CONCLUSION 
 Based on the applications that have been created, the 
author can draw the conclusion  as follows: 
1. This application can provide convenience for the 

general public in obtaining information about blood 
stocks in hospitals, PMI, or from the general public 
who wish to donate blood. 

2. This application can also help to deliver information 
to people who urgent information about blood need 
stock because the blood required is not available in 
the hospital or at PMI. 

3. This application can help general public to order 
blood without have to go to hospitals or PMI. 

 

J. SUGGESTIONS 
 For further development, the authors suggest a few 
things: 
1. Payment feature can be added to each blood 

reservation 
2. Can give information about the health condition 

of donor and people who need blood. 
3. Can address a maximum limit for the storage of 

blood in hospitals and PMI. 
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Abstract— The issue of this paper is about computer 
development in the field of aviation. This is in accordance with 
the technological development of aircraft that shifted from 
manual to computer-based conditions. Many things can be 
learned about computerization in the aviation world especially 
associated with the control mechanism of the aircraft or aircraft 
communications system. The research related to control of 
aircraft by utilizing wireless technology and computers. This 
control technology embeds  a special system on another system-
computer based. Intelligent system is a system that is filed with 
artificial immune algorithm. This algorithm is expected to be 
known to prevent all potential failures. This control technology is 
intended to be implemented on  electrical-based aircraft. 
Redundancy became a matter of support in obtaining reliable 
and robust performance of system . Sensor system with the 
support of the microprocessor as a data processor becomes major 
system of this control system. Setup and configuration of sensors 
with certain consideration, good data communication systems 
and realtime applications become necessary to obtain the 
expected outcomes. Wireless data communication based on 
certain setting and proper topology is important thing to support 
the aircraft control system. System to be built also considers the 
existing standard computer on airplanes

Keywords—component; artificial immune, wireless 
communication, aviation , sensor

I. INTRODUCTION 

At this time the aircraft into a means of transportation is 
very important and widely used. Indonesia is an archipelago 
with large population . The need for air transportation is very
large with various destinations. To fulfill this requirement, the 
national aircraft producer will manufacture aircraft with 
medium size is around 80 to 100 passengers. This aircraft will 
be made in the hope of flights to many places without having 
to wait long because the quota has not been fulfilled. The 
problems that will be faced by aircraft are inadequate runway 
condition, generally short runway, and weather . This situation 
demands endurance and toughness aircraft. Many events such 
as accidents caused by the poor condition of the aircraft. 

Several things to consider in planning the manufacture
of the plane with the goal of efficiency in aircraft performance
and passenger comfort are modern technology of energy-
saving and automated systems. The selection of technology
used is expected to improve the performance of aircraft, 

including flight safety. Safety-critical systems is part of 
airworthy that has to pursue

The situation of the world that begins to enter the era of 
energy crisis is also affecting the availability of air transport. 
Nowaday aircraft generally using turbo engine or jet 
propulsion which uses liquid fuel combustion system. With 
shortages of fossil fuels then people look for a system that can 
support these conditions, using an electric-based machine jet 
engine apart. Since the addition of an aircraft engine system is 
electricity base then known term "More Aircraft Electrical " 
(MEA). Modification not only in the primary system in the 
engine system, but also on the monitoring system.  The 
monitoring system improvement  relates to the performance of 
the machine and other system  will use wireless network as a 
medium,  sensor as  a monitor device and actuator as   
controller device. 

The next generation aircraft system which is
dominated by electricity should have a better system
reliability.This aircraft technology development requires
extensive and complex study . For further the air transport
known  as a high risk transportation system . It can be
cultivated with the monitoring mechanism and good control. 
Many things can be assessed both in terms of flight control
systems, and avionics etc. 

The system complexity has led to an increased desire 
for  aircraft system surveillance. The sensor and actuator base 
monitoring system can be propose as a solution. A number of 
sensors of varying types can be mounted on the engine, or 
inside the engine to sense various physical 
parameters.Actuator can be mounted to support the aircraft 
system. Many concepts of technology can be apply in sensor
and actuator systems, all intended to the reliability and
stability of the system in an aircraft. This was also followed by
the use of devices that support. Working methods and
algorithms in wireless networks based monitoring system will
determine the quality of the performance of the system. This 
system is called wireless intelligent sensor and actuator 
network ( WISAN ). 

978-1-4673-8434-6/15/$31.00 ©2015 IEEE



Plane crash that occurred because of the bad condition 
of the aircraft is the focus of a problem here. Several accidents 
that happened in Indonesia, August2, 2009  Merpati Airlines 
,the case is uncontrolled flight into terrain , November 30, 
2004, the case is runway overshoot. Build a wireless network
based monitoring system into the proposed solutions to solve
these problems. It  becomes important things to be discus. 
Selection of the technology will be related to the type of 
aircraft being built. Large and medium size aircraft will be 
different in terms of complexity management. In determining 
the sensor and actuator devices and their accompanying
technologies will be affected by this type of aircraft. In this
paper will be developed monitoring system which embed in
other systems in aircraft electrical based. The implication of 
the  proper management of monitor and control is important 
due to aircraft system  robustness 

WISAN usage with good management can help to
realize the reliable condition. The network management 
scheme uses a particular method or algorithm. In terms of
alertness, it can be selected as a method of fault detection, this 
is in accordance with the algorithm of artificial intelligence, 
namely the immune system (ie a system that is adapted from 
the physiology of the human body)

II. PROBLEM  STATEMENT

A. Safety Flight

∑ The major issue is how to obtain good 
performance of 80 passenger aircfraft related to the safety 
flight ? Because it is important to assure that this new 
technology will guarantee the safety and comfort . Therefore, 
it will be used a robust monitoring and controlling system
based on wireless networks that utilize sensors and actuators 
with certain method

∑ What kind of method and algorithm will be 
propose related to robust  and reliable monitoring and
controlling system? 

∑ What proper parameters will assist in obtain the 
desired performance that is robust and reliable system

III. RESEARCH  OBJECTIVE

The aims of this research is increasing the reliability 
of more electrical aircraft  by using robust performance 
monitoring system. The Objectives  of this research is 
increasing the reliability of more electrical aircraft  by using 
robust performance monitoring system WISAN based with 
artificial immune algorithm

The objective and the scope are:

ó To propose a technique called Wireless Intelligent 
Sensor and Actuator Network to improve the More electrical 
aircraft system

ó To develop monitoring system based on  the  
proposed technique with artificial immune algorithm 

ó To evaluate and analyze the performance of the 
proposed  technique. 

Delimitation of the reseach

∑ not discuss improvements to the main system MEA

∑ discuss subsystem MEA

∑ do not discuss the security system monitoring and

control

IV. LITERATUR VIEW

The condition of the world oil crisis pushed aircraft 
manufacturers switch on the new technology. The new aircraft 
technology is replacing mechanical devices, hydraulic,
pneumatic becomes more electrically based. Therefore, this  
concept in aircraft industry has tried to considerably reduce 
the impact of these trends, by increasing the implementation 
of electrical components in aircrafts for generating, 
distributing and utilizing electrical power. Thus, the more 
electric aircraft (MEA) concept impacts, significantly on 
aircraft electrical power system design,can  reduce size and 
weight, and improve fuel efficiency .

A. Conventional aircraft concept in aircraft 

∑ AC power Generation

Fig 1. AC Power generation Conventional aircraft

Mechanical gearbox creates a constant speed shaft from a 
variable speed input, then  Constant speed shaft drives the 
Generator.

∑ Several subsystem and power source in 
conventional aircraft :

Electrical :

Avionics

Cabin (lights, galley, inflight entertainment etc)  

Lights, pumps, fans,115V, 400Hz AC

Pneumatic

Cabin Pressurization

Air conditioning

Icing protection



Hydraulic

Flight control surface actuation

Landing gear extension/retraction and 

steering

Braking

Doors

Mechanical

Fuel and oil pumps local to engine

B. More Electric Aircraft 

∑ Concept of More Electrical Aircraft 

· Removal of hydraulic system, reduced 

system weight and  ease maintenance.

· Bleedless engine, improved efficiency

∑ The benefit characteristics of electrical 

Systems

· controllability

· power on demand

· reconfigurability

· maintain functionality during faults

· advanced diagnostics and prognostics

· more intelligent maintenance

· increased aircraft availability

∑ AC power generation

Fig 2. AC power generation More Electrical Aircraft

Generator provides variable frequency supply and  controls 
variable voltage   from variable speed engine shaft.  Direct 
connection between generator and power bus

∑ More Eelectrical Aircraft 

Fig 3 More Electric Aircraft Sub system

Source: aerospace Engineering Magazine

Conventional Aircraft Subsystem Architecture:

Fig 4. Conventional Subsystem aircraft architecture

IPS : Ice Protection System

ECS: Enviromental Control System

More Electrical Aircraft Subsystem Architecture

Fig5 .MEA Subsystem Architecture

On conventional aircraft energy conversion flow long
enough, while at the MEA relatively short. overall the 
condition can reduce the use of power. Subsystem on aircraft
includes many things, among others, to control the flight
consisting of aileron, rudder, elevators etc. The device is in the 



workings of uses pressure, and the motor. In addition, for
many environmental monitoring assisted by the sensor.

Subsystem work with certain patterns and mechanisms
based on the concept of appropriate work.  Subsystems 
support device that initially work more mechanical hydraulic
or pneumatic mechanical then begin to shift in the electrical
mechanic. Therefore a monitoring system will also be
adjusted

SENSOR & ACTUATOR

Aircraft subsystem uses many sensors and actuators as
a monitor or control device. Generally the physical parameters
not only one kind but various types , eg electro-mechanical 
(EMA), or hydraulic –mechanical

C. Actuation system 

Conventional actuators like EMA continue to improve. 
Smart materials actuators such as piezo-ISA are considered to 
be mature, and are being used more and more in small 
equipments. 

∑ Actuator arrangement redundancy
management  concept :

1. Fault tolerant actuator  by actuator redundancy

One weakness of electromechanic  that have to be 
considered as credible failures is  jam failures. To anticipate 
this failure,  it is important  to design redundancy into 
actuation systems of such safety critical applications. We use 
actuator redundancy concept to ensure safe operation of 
primary flight control  . Using a conventional actuator 
topology, any failure can make other system inoperative. By 
applying redundant control channels and feedback sensors , 
the system still  has to be capable to localize and isolate a 
failure for continued safe operation. 

2. Optimizing redundancy

The required number of redundant components in safety 
critical actuation systems can be determined by combining the 
quantified failure modes of mechanical and electrical 
components . At the time of making the device design
redundant on, then previously pursued forecasts the possibility 
of failure occurs while the system is still able to overcome. 
The approach can be used with mapping permutations. At the 
time of making the device design redundant on, then
previously pursued forecasts the possibility of failure occurs
while the system is still unable to overcome. The approach can
be used with mapping permutations, hence even there is fail 
the system can operate,this called fail safe. It is the result of 
system optimization.

3.Safety analysis

Safety of a system is very important. A safety-based 
analysis begins with knowing the condition of what should 

happen, then also know how the conditions were not good. In 
addition, safety analysis also associated to address the safety 
automatically.

D. Sensor System

High-Precision Node Design

High-precision means the testing random error is small .  
Precondition of  strain measurement  has low-voltage and 
varying-load features, the series reference scheme is selected 
for better initial tolerance, low temperature coefficient and 
power dissipation , high sensitivity .  The quality of sensor can 
be modificate by add  amplifier to the sensor instrumentation 
amplifier. Since strain gauges are usually adopted to monitor 
static signals, a low-pass filter is designed to eliminate the 
high frequency noise. The voltage follower is adopted to 
output the filtered voltage signal. 

State‐of‐the‐art in WISAN node platforms
∑ MSB430, 
∑ ESB 
∑ TmoteSky 
∑ Mica2Dot 
∑ Imote2 

E. Wireless Intelligent Sensor Network

Wireless Intelligent Sensor and Actuator Network 
(WISAN) as a scalable wireless platform.Wireless sensor and 
actuator network are comprised of large numbers of minimal 
capacity sensing, computing, and communicating devices and 
various types of actuators . This network use protocols to 
collect, transport, and perform sensor fusion of data and react 
with control actions. The instrument that support WISAN have 
to conform  IEEE802.15.4 standard. Network works by using
a specific algorithm intelligently. By studying the conditions
based on the processing of raw data in order to obtain a
symptom or conclusions which later became a particular
pattern. This system is capable of delivering real-time streams 
of sensor data . WISAN can work with heterogeneous sensors 
and actuators and combines with  analog  or digital interfaces. 

∑ WISAN characteristic:

1. WISAN can be utilized worldwide in 2.4Ghz ISM 
frequency band and coexists with WiFi and other devices. 

2. The sensor nodes perform energy-efficient 
distribution of computational load by performing on-

3. board compression, signal generation for actuators 
and evaluation of fuzzy rules. 

4. Each node on the network is synchronized with other 
nodes on the order of microseconds. The synchronization is 
periodically updated. This guarantees data acquisition by all 
nodes at the same time. 



5. Bandwidth utilization is maximized through 
bandwidth scheduling allowing to increase number of nodes in 
the network by factor of five. 

6. Hardware design of the nodes allows to perform self-
localization of the nodes, that is establish relative position of 
each node to others.

∑ WISAN Performance Parameter 

1. Energy Awareness:

Self-sustaining power sources and minimization of energy 
consumption by using low power consumption sensor.  Center 
of data processing use ultra low power microcontroller

2. Self-localization of sensor nodes. 

For mobile or static sensor nodes in large networks 
Tracking device placement can be quite challenging. 
Selflocalization of sensor nodes using  Radio Signal Strength 
Indicator (RSSI) method . 

3. Fault-tolerant

WISAN is based upon IEEE802.15.4-compatible 
transceiver which addresses these issues. This system should 
coexist  with another wireless communication system. in order 
to support such diversity, the important thing is to pay 
attention to interoperability system indicated by the level of
fault tolerance

4. Error detection energy spectrum and usage 

Wireless sensor should also be equipped with an intelligent
subsystem that supports error detection, especially in the 
distribution and use of energy..

ARTIFICIAL IMMUNE SYSTEM

Artificial immune is an adaptive system inspired by 
human  immunology which can  efficiently detect changes in 
the environment or deviations from the normal system 
behavior in complex problems domains .Work patterns of 
these system are data analysis, fault and anomaly detection. 
This system is used to anticipate bad things happen to a full 
system with detection and if it is found that there is anomaly 
process then the full system can be reconfiguration or error
mitigation.

∑ Comparison Immune System between Human and 
Sensor network

In human body , immunity component B cells produce 
antibody. Tcells recognize and kill virus. B cell like sensor 
nodes , and T cells similar to rate control. Antibody act like 
data sensor with certain density or frequency rate

Artificial Immune System (AIS) algorithm  is also 
compliance for aircraft fault detection, as an extension to a 
intelligent flight control (IFC). Since the IFC approach uses 
fault accommodation with no detection, causes degradation in 
handling qualities. If the failure can be identified, this can 

befurther minimized to ensure  fault accommodation and 
better handling qualities. 

The approach knowledge of the normal operational 
behavior of the aircraft from sensory data, and 
probabilistically generates a set of pattern detectors that can 
detect any abnormalities , indicating unsafe in-flight operation.

∑ Fault detection method  immunity based

Once the fault is detected and identified, an adaptive 
control system would use this detection information to 
stabilize We experimented with data sets collected under 
normal and various simulated failure conditions. The reported 
results are from a collection of test cases that reflect the 
performance of the proposed immunity-based fault detection 
algorithm.

Various Fault detection method immunity based e.g:

· Real Value Negative Selection Algorithms

· Clonal Selection Algorithm

· Discrete Immune Network Models

1. Real-Valued Negative Selection (RNS) Algorithm

This method uses rules of comparing a condition with 
other conditions that are known to be wrong. If the closer / 
similar symptoms occur, the system is said to fail and must be
quickly addressed before it becomes catastrophe. 

Stages in the working mechanism of negative selection:

a. Define self as a collection  some way models the 

normal operation ,    Generate a set detector  

randomly , each of which fails to match .

b. The radius of a particular detector is defined in 
terms of Euclidian distance to its nearest neighbor 
in the training dataset 

c. A greedy algorithm is used to select a new

population of detectors, 

d. If any detector ever matches, then an abnormality 

is known to have occurred, because the detectors 

are designed not to match any similar sample 

2. Clonal Selection Algorithm

Randomly initialise a population , for each 
pattern in Antigenic then select base on affinity leveland 
certain mutation rate to form part number of random new 
ones. 

3. Discrete Immune Network Models
a. create an initial network from a 

sub-section of the antigens



b. determine its stimulation level (based on 
antigenic and network interaction)

c. eliminate cell with a low stimulation
d. select mutated clones and integrate

∑ Intelligent Flight Control

Flight control architecture  has been  investigated  for 
both flight and propulsion control the Intelligent Flight 
Control (IFC) system . Fault detection using real valued data 
set as input , and will be extract  by applying data fusion and 
normalization techniques.

∑ Aircraft Landing System

As the plane was landing a lot of things that must be 
considered, related to the weather, the physical condition of
the field, aircraft weight,  adequate air devices etc. So that the 
parties involved are also quite a lot, pilots, air traffic control, 
sensor as the input source. Rules and certain count also
accompany the decision-making plane landing.

Figure.8 Landing 

Equation:

Minimum Runway =  Actual landing distance/ 60 %

Minimum Runway when WET = 

Actual landing x (115%/60%)

V. CONCEPT

Several recommendations were made to facilitate the
development mechanism for example : building system 
model, using an estimator with a variety of approaches and
algorithms, using the simulator and emulator so that the
picture of the actual system may be obtained with a certain
degree of deviation. System will be design  with fault 
detection artificial immune based and negative selection 
algorithm , in addition recent condition of aircraft e.g  landing 
system . 

On this paper will be submitted a monitoring and
control system using a wireless-based sensor as data takers in 

real time and actuators, wherein the data management follows 
the rules-based negative selection and artificial immune. The 
system also noticed the problems that often occur in the form 
of an accident while landing. Systems embedded in Intelligent
Flight control also makes the condition of the runway into
considerations when landing aircraft in order to survive.

A.Analyze and Design

Fig 9. Design System Flow  Block Diagram

For the medium category aircraft, selection and use of 
sensors and actuators to be adjusted. Use of IEEE 802.15.4 
protocol for communication with devices such as sensors that 
support Tmote, realtime operating system and software 
application support or electronic flight bag system may be a 
wireless network of sensors and actuators are pretty good. 
Sensor systematically assembled redundant and do not all 
optimization measures and modifications resulting in 
maximum performance. The use of algorithms in data 
processing as well as preventive and accompanied by 
techniques of artificial immune-based fault detection negative 
selection will make the system work faster. Pilot parameters as 
input source is also a determinant of the accuracy and 
precision in decision making. Efforts to increase the safety of 
landing to anticipate the accident which occurred to the 
conditions when landing airfield into an added value and 
novelty proposed system to be built

∑ Wisan model system

Wisan modeling as a means to monitor and control based 
on the objectives to be achieved, namely robust system in 
which the system is expected to be aware of any deviations or
errors which in turn will be able to be fixed on the main
system. Work patterns of artificial immune approach where 
the sensor is not only receive data, but also have the 
appropriate intelligence desired criteria because the sensor is 
equipped with a microcontroller. System is also equipped with 
a microprocessor that can process data and make decision

The research in this proposal aims to develop a Wisan 
based medium size aircraft system design. For 80 passenger 
aircraft ,a small-size, high-precision is designed for multi-
channel strain gauge Signal conditioning and monitoring. To 
address the need for low-power consumption, timeliness, and 
scalable operations, a cluster-star network topology protocol is 
adopted and researched.



Fig 10. WISAN block diagram

∑ Integration System

An aircraft engine wisan includes a number of wireless 
sensor communication nodes and a central engine control unit 
(i.e., engine controller) in operable communication with each 
other. Each wireless sensor communication node can 
communicate directly with the engine controller, or through 
one or more other wireless sensor communication nodes in the 
network. 

∑ Actuator System

Primary Flight Control Actuation System consist of flight 
surface on the airplane,use smart actuator e.g :

- aileron servo actuator

-flaperon control & modul

-elevator servoactuator

-rudder servoactuator etc

The electromechanical actuator (EMA) – an electric 
motor,gearbox and mechanical actuator has the potential to be 
more compact than an electro-hydraulic device, due to the 
absence of a reservoir EMA  is  a higher efficiency actuator 
but  only relatively recent developments in motor and power 
electronics have made the EMA  just for  high power density 
and safety concerns over jamming. 

The actuator reliability can be determine by fault analysis, 
concern about  electronic component reliability that is 
indicated by MTBF. Inspite to estimate the failure probability 
of a gearbox, it is assumed that bearing  failures .  To mitigate 
against electronic drive failures, inspite of single lane dual-
lane fault-tolerant electric drive architecture can be 
incorporated  into the EMA. To eliminate the gearbox, direct 
drive has been considered in EMA extension

Fault-tolerant electric drive configurations for an EMA

In EMA  the variable speed nature necessitates the use of 
power converter-fed drives; line start induction machines, 
induction and reluctance motor drives. The fault tolerance 
perspective have to be analyze in partitioning the machine into 
independent fault-tolerant units which eliminate magnetic 
coupling between units. This is aparticular problem when 
short-circuit faults occur. 

Sensor System

Figure 11.Sensor System

The MEA use high quality of sensors, regard to sensitivity, 
linearity, and size  relate to wight reduction. The sensor 
section includes one or more sensors e.g.,temperature sensors, 
pressure sensors, vibration sensors, proximity sensors, and 
position sensors, etc is linked by  appropriate signal. 

Sensor node classification and configuration . 

Figure 12. Sensor Network  Topology in Aircraft

The desired outcome of this research is the realization of
MEA that has good performance, so it can be used 
comfortably and safely. As an initial step MEA research is 
aimed at aircraft with only 80 passengers. Good performance
of the MEA is not a simple matter, because it must be viewed 
from many angles. In this study will be evaluated from the 



construction of performance monitor and control system of
some subsystem of the MEA, which although not exhaustive
but contributes to the improvement of MEA technology

Figure 14. Block diagram  Artificial Immune Wireless Intelligent Sensor 
and Actuator Network (WISAN) for  More Electrical  Aircraft Robust 
Performance Monitoring System

VI. CONCLUSION

For the medium category aircraft, selection and use of 
sensors and actuators to be adjusted . Use of IEEE 802.15.4 
protocol for communication with devices such as sensors that 
support Tmote, realtime operating system and software 
application can build a wireless network of sensors and 
actuators. Sensor systematically assembled redundant and do 
not all optimization measures and modifications resulting in 
maximum performance. 

The use of algorithms in data processing as well as 
preventive and accompanied by techniques of artificial 
immune-based fault detection negative selection will make the 
system work faster. Pilot parameters as input source is also a 
determinant of the accuracy and precision in decision making. 
Efforts to increase the safety of landing to anticipate the 
accident which occurred to the conditions when landing 
airfield into an added value and novelty proposed system to be 
built
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ABSTRACT — Air pollution can affect air quality. It 
makes bad impact for humans and other creatures. 
Therefore, it is necessary to measure air pollution 
levels can determine the condition of the air in an 
environment that humans maintain air quality. 
Measurement of levels of pollution in the air hasn’t be 
done by humans without the use of a facility. 
Limitations of the human senses is a factor that can 
affect the accuracy of measurement results of air 
pollution. The research aim is to measure the levels of 
carbon monoxide (CO). Measurement of carbon 
monoxide gas sensor using MQ-7 will produce carbon 
monoxide gas values in ppm and converted by 
DFRduino Uno V3.0 microcontroller to be sent to the 
software and read the measurement result can then be 
saved. The methodology used is prototyping 
methodologies with UML (Unified Modeling 
Language) as system design. According to the results 
of testing, the application can measure the levels of 
carbon monoxide (CO) in an environment.  
Keywords: Air Pollution Application, Microcontroller, 
Sensor MQ-7, Pollution  

  

I. INTRODUCTION  

A. Background  

Air is a natural resource which very influential 
for human life and other creatures, so it needs to be 
preserved, maintained, and guaranteed the functions. 
To maintain the quality of air, control becomes very 
important to do (Soedomo 2001)  

One way to maintain the air quality is to reduce 
air pollution caused by natural sources and human 
activities. There are various types of air pollutants, 
but the most dominant is carbon monoxide or Co. 
(Utami 2011).  

To determine the level of air pollution, a tool 
that can monitor air quality is needed. However, 
commonly used tools have not been complemented 
by an application that can be operated using 
computer. Therefore, there is a need to build an 
Application Detection Levels of Air Pollution and a 
tool that can measure the level of air pollution by 
using components DFRduino UNO microcontroller 
and  
sensor MQ V3.0-7  
  
B    Statement of Problem  
 Based on the existing problems, the statement of 
problem as follows: How to build an application that 
can detect levels of air pollution and designing tools 
that can measure levels of Co?          

  
C.    Scope of Problem  

1. Type of pollution that can be detected by the 
application is gas Co.  

2. The tools that built isn’t give a warning on air 
conditions change.  

  
II. LITERATURE REVIEW  

  
A. Microcontroller  

A microcontroller is a digital electronic device 
that has inputs, outputs, and control programs can be 
written and erased in a special way (Winarno and  
Deni 2011)   
  
B. DFRduino Uno V3.0   
         DFRduino Uno V3.0 is a simple microcontroller 
board that compatible with Arduino UNO R3 and 
Arduino IDE. DFRduino types of AVR 
microcontroller uses different colors for features I/O 
ports. Red for power, blue for analog I/O, green for 
the digital I/O. Board on Atmega 328 has 14 digital 
input/output pins, 6 PWM output pins, 6 analog 
inputs, 16 MHz crystal oscillator, a USB connection, 
power jack, ICSP header, and a reset button. All pins 
are needed to support the microcontroller (DFRobot  
2014)    
   

Figure 1. DFRduino Uno V3.0 (DFRobot 2014)  
  

C. Sensor MQ-7  (Carbon Monoxide)        Sensor 
MQ-7 is a gas sensor for detecting carbon 
monoxide (CO) which can detect concentration 
of gas carbon monoxide from 20 to 2000 ppm. 
The sensor module is equipped with a 

potentiometer to adjust the sensitivity.  
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 Figure 2. Sensor MQ-7 (Futurlec 2013)  

  
  

D. C and C# Language  
According to Siswoutomo (2005: 202), C is a 

programming language that built in the early 1970s by 
Erick Thompson and Denis Ritchie for the UNIX 
operating system. The C language is a type of 
programming language that is closer to assembly 
language so it also known as medium-level language.          

According to Kurniawan (2010), C # is a modern 
programming language  that is general-purpose, 
object-oriented and can be used to create a program 
Microsoft .NET Framework architecture.  

  

III.   
DISCUSSION A.    User Analysis   
        This tool and its application can be used 
widely. They are useful not only for organizations 
but also individual who want to get information 
about the level of air pollution in a certain place.  
  

Tabel 1 User tasks   
  

No.  User  Tasks 

1.  Organization/Individual  Measures the level of carbon 
monoxide gas using the 
component in the carbon 
monoxide gas measurement 
tool. Results will be shown in 
the air pollution detector 
application.  

  
  

B. Data Analysis and Communication 
This step analyses communication data that 
occurred in this system. Process of the 
system performance from the input and 
output is presented in Figure 3.  

 
Figure 3 System Performance  

  
  

Functions of the each block   
Censor gas MQ-7 Block as input/the measured gas 
data.  
Microcontroller DFR duino Uno V3.0 Block as the 
converter of sensor data.  
PC Block as the control to begin and end the 
measurement as well as to display the detection 
results.  

  

C. Description of the System 
Performance  

       Prior to use this application, the user is 
required to access the application in the computer. 
First, the user selects the start button to begin the 
measurement and the stop button when the time 
needed is sufficient.  
Next, censor MQ-7 will detect carbon monoxide gas in 
the air. If carbon monoxide (CO) component is found 
in the air, the censor will send the received gas value 
to the microcontroller DFR Uno V3.0.  
  
          Furthermore, the microcontroller will record 
data of carbon monoxide value from the censor and 
transform it into the serial communication mode so as 
to be sent to the computer. In the display of air 
pollution detector, there will be measurement results 
of the carbon monoxide value measured before. These 
results provide information about the quality of air in 
the environment. Importantly, these results can be 
retained by the user.   
  

D. Interface Display   
        This stage shows development of basic interface 
of the carbon monoxide (CO) air pollution detector  

 
  
  
  
  

  
Figure 5. Display of Air Pollution Detector  

  
  
E. Design of the Hardware   
        This section explains development of carbon monoxide 
(CO) air pollution detector:  MQ-7 (CO) censor and 

applicatio n 

  
 
 
 
 
 
 
 
 

  Figure 4 Display of Design Air Pollution Detector  

  
  
  
  
  
  
  
  
  

SENSOR     MQ - 7 DFRDUINO UNO 
  

USB

PCUSER   
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DFRduino Uno V3.0 microcontroller which connected to the 
computer.   
  
  
  
  
  
  
  
  

Figure 6 Hardware system  
  

 Figures 6 is the system of carbon monoxide (CO) 
measurement tool in which DFRduino Uno V3.0 
microcontroller is connected to MQ-7 censor and 
computer using USB. When the user open the 
application and begin the measurement by pressing the 
start button, instruction is sent by the microcontroller 
and start the measurement of the carbon monoxide 
gas. Furthermore, results from the censor 
measurement that is in the form of analog value is 
taken by the microcontroller and converted to decimal 
and further display in the detector application of the 
air pollution. Results from monoxide gas measurement 
can be shown in ppm and time. These results can also 
be kept by the user.   
  
F. Implementation of the Tools Design.      This 

section describes design of the carbon monoxide 
gas (CO) tool design with    microcontroller DFR 
duino Uno V3.0 specification  and MQ-7 censor.  

  

 
  

  
G. Interface Implementation  
   This stage explains the application of air pollution  

 
  

   

  
              Figure 9 Results of the CO level measurement  

        
 In the page of air pollution level detector, there is a 
start button to begin detection process and a stop 
button to end the measurement. Store button will keep 
the all results. Next, log opener is to display output 
that is results and time measurement of carbon 
monoxide by the  MQ-7 censor.    
  
H. Implementation of the Test  
  
Day/date:  23 July 2015  
Venue:  Perumahan Holly Lestary   
Time:  21.37  
Results: carbon monoxide gas level in the chosen 
place is 50. The index of the air pollution standard is 
0-50. This result indicates that the air condition can be  

 
  

Day/Date:  23 July 2015  
Venue: Jalan raya Kairagi 1 Kombos  
Time: 21.10  
Results   : carbon monoxide gas level in this street is  

categorized as good.   
  
  
  
  
  
  
  

 
  
  

 
Figure 10 Results of A Test   

level detector.   
 
 
   
 
 
 
 
 
 
 
 
 
 

  
               

 Figure 8 Page of the Air Pollution Level Detector  

  
  
       
       
       
                                
  
  
  
  
  
  

Figure 7. Sensor Mic ro c ontro l ler  Circuit 
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92. The index of air pollution is 51-100. This means  

 
  

 
  

 
  

Figure 12 shows tracking performance system that 
kept the CO level and time of the measurement per 5 
second within 24 hours. Figure 13 is the display of air 
pollution graph which taken from log level CO.  
  
I.     Analysis of the Test Results  

Based on the test using this application, some 
conclusion can be taken as follows.  
1. All components developed in this study can 

be used appropriately.     
2. The application can be well accessed.  
3. Revealed results of air pollution measurement 

for carbon monoxide gas level and the results 
can be retained.   

4. Measurement, display, and storing functions 
are well functioning.   

5. This application can be used only if carbon 
monoxide gas measurement tool has been 
well installed connected to computer.  
  

  
IV. CONCLUSION AND SUGGESTIONS  

  
A. Conclusion  

Based on results found in this study, it can be 
concluded that:  

1. The application and the air pollution detector 
can be used as the air pollution detector and 
measured CO gas level in a certain 
environment.    

2. This application can provide conclusion of 
air condition and show graphs as the 
visualization of the CO level results.  

3. This application can assist user to detect the 
level of air pollution, particularly for carbon 
monoxide (CO) gas. Detecting the level of air 
pollution can help stakeholders to improve 
and maintain healthy environment..  

  
B. Suggestions  

Several suggestions to improve the system are as 
follows.  

1. The function of this application can be 
enhanced by making the message sent 
automatically to the users who are registered 
in a particular area. These users will get 
notification about the air condition in their 
area.  

2. To improve its function, several gas censors 
can be added to the tool design so as to be 
able to detect other pollutant gasses.  
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Figure 13 The graph of Air Pollution 
  

  
  
  
  
  
  
  
  
  
  
  
  

Figure 12 Log   of CO Level   
  

that the air condition is in the medium category.   
  
  
  
  
  
  
  

  
  
  
  

  
Figure 11 Results of B test   
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Abstract— Twitter is one of social media with more than 
500 million users and 400 million tweets per day. In any 
written tweet of twitter users it contains various emotions. 
Most research on the use of social media classifies sentiments 
into three categories that are positive, negative, and neutral. 
However, none of these studies has developed an application 
that can detect user emotions in the social media, particularly 
on Twitter. Hence, this research developed a text mining 
application to detect emotions of Twitter users that are 
classified into six emotions, namely happiness, sadness, anger, 
disgust, fear, and surprise. Three main phases of the text 
mining utilized in this application were preprocessing, 
processing, and validation. Activities conducted in the 
preprocessing phase were case folding, cleansing, stop-word 
removal, emoticons conversion, negation conversion, and 
tokenization to the training data and the test data based on the 
sentiment analysis that performed morphological analysis to 
build several models. In the processing phase, it performed 
weighting and classification using the Naïve Bayes algorithm 
on the validated model. The process for measuring the level of 
accuracy generated by the application using 10-fold cross 
validation was done in the validation phase. The findings 
showed that this application is able to achieve 83% accuracy 
for 105 tweets. In order to get a higher accuracy, one requires 
a better model in training data. 

Keywords—text mining; Twitter; emotion; classification; 
naïve bayes. 

I.  INTRODUCTION (HEADING 1) 
Social networking websites, like Twitter and Facebook, 

create enormous opportunities for users to communicate 
with one another without having to worry about differences 
in moral and social values. They also enable mutual learning 
and sharing of valuable knowledge with no regard to 
geographical distance, time barrier, and language skills. 
People thus join and engage in various communities and 
discussion groups that best suit their needs. 

Twitter has at least 500 million users and 400 million 
tweets posted in its site every day [1]. Tweets are written 
messages in the form of texts that contain opinions, 
expressions, and emotions of users. Data in Twitter’s site is 
inherently unstructured because users do not care about 

spelling and grammatical construction of sentences when 
posting their tweets. With a large amount of user-generated 
data on Twitter every day, extracting logical emotional 
patterns of this data with accurate information from such 
unstructured form is considered as a critical task to perform. 

Text mining can be used to overcome this problem as it 
provides computational intelligences of multidisciplinary 
disciplines like information retrieval, artificial intelligence, 
statistics, database systems, and others [2]. Application of 
text mining techniques on social networking sites can 
further reveal results related to human thinking patterns, 
group identification and recommendation, and also opinion 
about any specific topics of interests. In the previous 
studies, many researchers classified emotions into two 
classes that are ‘positive and negative’ or ‘happy and 
unhappy’. Hence, this excludes user’s other basic emotions 
like anger, fear, disgust and surprise [3]. Furthermore, it was 
noticeable that those existing techniques of emotion 
prediction in text just work on articles which contain only 
the direct emotional words and neutral words. In addition, 
the existing research papers do not particularly target the 
datasets in social networking sites and they hardly mention 
the pre-processing phase that is important to simplify the 
text mining process [4]. 

Based on the problems mentioned above, this study will 
try to develop an application that is able to extract data from 
Twitter and then classify the data into six categories of 
emotions, such as happiness, sadness, fear, anger, surprise, 
and disgust, using Naïve Bayes classification method [5].  
Classification is “the process of learning a set of rules from 
a set of examples in a training set. Text classification is a 
mining method that classifies each text to a certain 
category.” [2, p. 5]. This study is divided into three phases 
to extract information from datasets and transform it into an 
understandable structure for further use. The three phases 
are pre-processing phase, text mining phase, and results 
validation phase that help this study to conduct a thorough 
analysis on how to discover groups and structures in the 
data set.  

 



II. RESEARCH QUESTION AND OBJ

A. Research Question 
How to build a text mining application t

emotions of Twitter’s users into six cate
happiness, sadness, fear, anger, surprise, an
Naïve Bayes classification? 

B. Research Objectives 
Objectives of this research are as follows

1. To be able to extract data from Twitt
unstructured, and dynamic. 

2. To organize the collected data in
categories that will be used for te
performing pre-processing process. 

3. To construct suitable models based on
assessing how well the model fits, 
models, and finally selecting the be
among those that have been tried. 

4. To present the classified data acco
emotion categories in a useful format,
or table.  

III. LITERATURE REVIEW 

A. Definition of Text Mining 
According to Berry and Kogan, tex

technique used to discover textual 
unstructured, big, and dynamic data [6]
focuses on categorizing texts, grouping t
concepts, and reducing texts. Text mining is 
data mining technique. Irfan et al. pointe
mining is a technique to extract logical
structured database [2]. 

B. Phases in Text Mining 
As an extension of the data mining 

mining uses phases in data mining to extra
text that can be further used for finding
certain subjects, patterns, and other purpos
are as follows: 

 

Figure 1. Phases in Data Mining [7]
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based on opportunities. This is a simple technique and 
should be used before attempting a more complex method. 
Barry and Kogan explained that chances of a message d in 
class c, P cd, calculated as [6]: 

P(c|d) P(c)ΠP(tk|c)mk=1   (i) 

where ( | ) is the conditional probability of a feature that 
occurs in the classroom message c. P(c) is probability from 
the previous message happened in class c. P(tk|c) can be 
used to measure how much evidence the contribution that c 
is the correct class. In the email classification, classes from 
the messages are determined by finding maximum a 
posteriori (MAP) classes that are mostly defined by:  

cmap=a gmaxc *c cs+ P(c|d) =a gmaxc *c cs+ P(c) ΠP(tk|c) =1 (ii) 

Formula 2 involves multiplication many conditional 
probability, one for each feature, then the resulting 
calculations are in floating point underflow. In practice, 
multiplying the opportunities are often converted into an 
additional logarithmic probability and therefore, to 
maximize the equation can use the following alternative. 

cmap=a gmaxc *c cs+, P(c) Σ P tk c =1 (iii) 

All parameters of the model, the probability distribution 
classes and features, can be estimated with relative 
frequency of training data D. For example, when the given 
class and messaging features do not occur together in the 
training data, the estimated probability based on the 
appropriate frequency will be zero, which would make the 
right side of Formula 3 is undefined. This problem can be 
overcome by incorporating some corrections as Laplace 
smoothing in all probability estimates, so the chances of 
each feature can be calculated by the following equation. 

P(t|c)= T 1Σ T V= T .ΣT V  (iv) 

where | | is the number of  terms in vocabulary. 
 

E. Emotions 
Emotion is defined as a reaction to certain situations that 

can be seen from the face or body [9]. According to Ekman, 
there are six categories of emotions such as happiness, 
sadness, fear, anger, disgust, and surprise [5]. In extending 
this viewpoint, Robbs made a wheel of feelings as shown 
below. 

 

 
Figure 2. Wheel of Felling [10] 

This wheel of feelings depicts the six emotions that thus 
are formed in the center of the wheel and the outside is 
synonymous more complex (e.g. loving, remorseful, and 
alienated). This helps to narrow down the best word used to 
express the emotional state at this time. 

F. Twitter 
Twitter offers a form of micro-blogging social network 

that allows users to make updates of writing texts with a 
maximum length of 140 characters and read messages [11]. 
Twitter updates are known as tweets. Several features 
provided in Twitter’s site that are following, followers, 
mentions, favorites, hash tag (#), direct message, list, and 
more.  

Tweets can be seen by the public, but the sender can 
restrict delivery of messages to their friends list only. Users 
can see the tweets of other users, known as followers 
(followers). 

IV. DESIGN AND IMPLEMENTATION 

A. Requirements 
The following will enlist the specification requirements 

for the text mining application of emotion classifications of 
Twitter’s users. 

1. Applications can extract data from Twitter online 
using the Twitter API (Application Program 
Interface). 

2. Applications can search tweets by username or 
keywords entered in real-time using the Twitter API. 

3. Applications can clear the data that has been 
extracted. 

4. Applications can perform training of the data that has 
been extracted. 

5. Applications may classify tweets or sentences into 
six emotional categories, namely happiness, sadness, 
fear, anger, surprise, and disgust. 

6. Applications can validate and provide accuracy 
values obtained from the training data and testing 
data. 

B. Design Modeling 
This particular section will briefly explain the modeling of 
the text mining application by showing all the activities and 
datasets used in the application. Once the tweets data have 
been successfully extracted from the Twitter API, these data 
will go to the pre-processing phase where there are 
numerous activities performed including case folding, 
cleansing, stop-word removal, emoticon conversion, 
negation conversion, and tokenization. When the pre-
processing is done, it later moves to the training part where 
one should use the training dataset to generate models based 
on the rules set on the data. The models are evaluated using 
the Naïve Bayes algorithm that results. After the best model 
is selected, it can automatically classify the emotions and 
thus display the results by showing the level of accuracy of 
classifying emotions that exist in the tweets. Of note here is 
that test data are used only at the end of the model building 



and selection process to assess how well t
might perform on additional data. 

 

 
Figure 3. Activity Diagram for the Text Mining 

Figure 4. Datasets for the Text Mining App

Note: 
X = input variable (independent variable) 
Y = output variable (dependent variable) 
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Table 3. Testing Based on Unique Words and Training Dataset 

 Unique Words Training Data Accuracy 

Test #1 1.164 280 63,7 %
Test #2 1.362 359 77,55 %
Test #3 1.495 404 77,14 %

        
 The results of testing performed using 10-fold cross 
validation and training data showed that the ratio of the first 
and second test resulted in decreased levels of accuracy. 
Meanwhile, the second and third tests yield increased 
accuracy. Testing based on the number of unique words and 
training dataset revealed that the accuracy of classifying the 
user emotions is better as can be seen from the first, second, 
and third testing in Table 3. In summary, the number of 
unique words and training datasets have significant impacts 
on the level of accuracy achieved as it may increase or 
decrease the accuracy to certain levels.  
 

VI. CONCLUSION AND RECOMMENDATION 
 

A. Conclusion 
1. This text mining application can successfully extract 

data from Twitter online using the Twitter API. 
2. This application can classify emotion words and 

examples of emotion sentences that are suitable to be 
used to express the emotions of Twitter’s users. 

3. The application can classify emotions into 6 
categories such as happiness, sadness, fear, anger, 
surprise, and disgust. 

4. It has managed to build a model to classify tweets 
based on sentiment and categories using Naïve Bayes 
algorithm. 

5. The test results showed that unique words and a 
larger training data will lead to a higher accuracy for 
the identification of emotions because it can provide 
a better and wider coverage of the emotional 
moments in our daily lives.  
 

B. Recommendation 
1. To conduct further research on this area of interest by 

developing this application using other classification 
methods such as K-Nearest Neighbor and Support 
Vector Machine. 

2. Can add #hashtags as one of the components for the 
classification of emotions. 

3. To automatically delete or omit a tweet that contains 
no emotion. 

4. In the preprocessing process, one can add 
functionalities to detect and eliminate duplication of 
tweets (spams) as well as to reduce and eliminate the 
number of letters in a row. 

5. The language used in the stop-word is not only 
English but could use Indonesian, local language or 
other foreign languages. 

6. Add the Feature Extraction in particular for the 
Semantic Analysis and syntactical Analysis. Included 
in the syntactical Analysis is POS tagging and 
parsing, Semantic Analysis can detect concepts, 
events, and relationships between them. 

7. Add the Feature Selection in particular for 
frequency-based feature selection, latent semantic 
indexing (LSD), and random mapping to eliminate 
irrelevant information and information which is 
repeated from the tweet. 
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Abstract—Decision support system is one of the systems that 
utilize computer technology which can facilitate proses of making 
a decision. In this case, the system will be used for advisory board 
positions and ranks of Manado city government or for short 
BAPERJAKAT to assess employee suitability to be promoted 
into structural position. Using decision support system method 
analytical hierarchy process (AHP), the system will consider and 
judge employee thus appoint them into suitable structural 
position. The system will be develop using software engineering 
method of Disciplined Agile Delivery (DAD) and it is expected to 
assist, minimize error and facilitate government authority to 
consider employee rank and position. 

Keywords—analytical hierarchy process; disciplined agile 
delivery; decision support system; 

I.  INTRODUCTION 
As part of Manado city government contained Advisory 

Board Position and Rank or Baperjakat which is headed by 
Manado’s city secretary. It is authorized to guarantee the 
quality and objectivity of the appointment civil servants (PNS) 
in and out of structural position start from echelon II position 
and down. In performing its functions, Baperjakat should 
cooperate with the Employment and Trainning Agency (BKD) 
as the agency in charge of implementing the planning, 
organizing, coaching, controlling and making policy of 
employment. Moreover, structural position is a position that 
indicates the duties, responsibilities, authority and rights of a 
civil servant in order to lead an organizational unit of the state. 

Problems that occur at this time is Baperjakat, which have 
tasked to provide suggestions and advices to the Mayor of 
Manado on the prospective employee who will be lifted in and 
out of structural position, still use manual form made by BKD 
to be filled. Baperjakat then manually analyze the form thus it 
is susceptible to error in judgment and the absence of valid 
method in carrying out its assessment could lead to partiality. 
Given that echelon II position in Manado’s government agency 
is a very important position then there are certain criteria or 
requirements that must be owned by the candidate for the post. 

As the solution to the problems, authors plan to create a 
computerized decision support system using one of its methods 
which is Analytical Hierarchy Process (AHP) in order to 
process more objective assessment of candidates and the 
position will fall on the right and appropriate employee. This 
system will be developed using software engineering 

methodology of Disciplined Agile Delivery (DAD) and built 
using Java programming language. 

The goal is to design a system for Baperjakat in Manado 
city government and aim to help Baperjakat team in conducting 
an assessment of employee that will be appointed in structural 
position of echelon IIb and produce a system that will rank the 
employee from the assessment result of employee who have 
the highest score to the lowest.  

II. THEORITICAL FOUNDATION 

A. Decision Support System 
Decision Support System (DSS) is a system capable of 

providing problem-solving ability and support business and 
organizational decision-making activities. This system is used 
to assist decision-making in situation of semi-structured and 
unstructured situations, where no one knows for sure how the 
decision should be made [5]. DSS aims to provide information, 
guide, provide predictions and lead to user information in order 
to make better decision. Sprague and Watson [4] defined DSS as 
the system that has five main characteristics, which is (1) 
computer based system, (2) used to assist decision-maker, (3) 
to solve the complex problems that is impossible to do with 
manual calculations, (4) by a way of interactive simulation, and 
(5) data and analytical models as the main component.  

B. Analytical Hierarchy Process 
Analytical Hierarchy Process (AHP) is one of decision 

support model developed by Thomas L. Saaty. According to 
Saaty[3] the decision support model will elaborate multi-factor 
problem of a complex multi-criteria hierarchy. Hierarchy is 
defined as a representation of a complex problem in a multi-
level structure where the first level is a goal, followed by level 
factors, criteria, sub-criteria, and so on down to the last level of 
alternatives. By hierarchy, a complex problem can be 
decomposed into groups and then organized into hierarchical 
form thus the problem would appear more structured and 
systematic. 

In solving problems with AHP there are some basic 
principles that must be understood, namely:  

• Establish hierarchy. Issues that needed to be resolved 
are broken down into its elements, which consist of 
criteria and alternatives, then organized into hierarchical 



 

structure. In order to obtain accurate results, the 
decompositions of elements made up cannot be parsed 
again. 

• Assessment of criteria and alternative. Create judgment 
about the relative importance of two elements at a 
certain level with regard to the level above. Criteria and 
alternatives assessed through paired comparison. 
According to Saaty[3], for a variety of problems, the 
scale of 1 to 9 is the best scale to express opinions.  

• Prioritization. For each criteria and alternatives, there 
should be a paired comparison. Pairwise comparison 
matrix determined from the weight vector, to obtain 
local priorities. Then the global priorities determined by 
the synthesis between local priorities. The value of 
comparison is then processed to conclude the relative 
rankings of all alternatives. 

• Consistency measurement. Not all criteria assessment is 
consistent. These inconsistencies can be caused by an 
error at the time of assessment or due to lack of 
information and lack of consideration. In making a 
decision it need to know how much consistency there, 
so that the resulting decision are based on 
considerations with good consistency. 

According to Kusrini [2], the AHP procedures are consist 
of (1) defining the problem and determined the desired 
solution then draw up a hierarchy of problems faced. 
Preparation of the hierarchy is to set goals which is the target 
system as a whole at top level; (2) determining the priority 
elements. The first step in setting priorities is to make paired 
comparison of elements and comparing elements in pair 
according to the criteria given. Then pairwise matrix is filled 
using numbers to represent the relative importance of one 
element against other elements; (3) synthesis. Considerations 
for pairwise comparison were synthesized to obtain overall 
priorities. Things to do in this step are add up the value of 
each column in the matrix, divide each column with the total 
value of the column in question to obtain a normalization 
matrix, and add up the values of each line and dividing by the 
number of elements to obtain an average value; (4) measuring 
consistency. In decision-making, it is important to know how 
well the consistency exists because we do not want decisions 
based on considerations with a low consistency. Things to do 
in this step are first, multiply each value in the first column 
with the relative priority of the first element, the value in the 
second column with the relative priority of the second element 
and so on. Second, add up each line. Lastly, the result of 
summation lines divided by relative priority of element in 
question; (5) Calculate consistency index (CI) with formula CI 
= (λ Maks-n)/n, where n = number of elements; (6) Calculate 
consistency ratio (CR) using the formula of CR = CI/IR, 
where CR = consistency ratio, CI = consistency index and IR 
= random consistency index. The random consistency index is 
shown in table 1 bellow. 

 
 
 

TABLE I.  RANDOM CONSISTENCY INDEX 

 
(7) Check the consistency of hierarchy. If the value is more 
than 0.1, then the assessment data must be corrected. But if the 
consistency ratio less than or equal to 0.1, then the calculation 
results can be expressed properly. 

C. Employee Affair 
 Civil servant is every citizen of Indonesia which has been 
determined eligible, appointed by the competent authority and 
entrusted with the task in public position, or entrusted with 
other country related task and paid based on legislation in 
force[6]. Structural position is a position that indicates the 
duties, responsibilities, authority and rights of a civil servant in 
order to lead an organization unit of the state. Table 2 show 
echelon structural position and rank levels in accordance with 
the decree of Kepala Badan Kepegawaian Negara No. 13 of 
2002.  

TABLE II.  ECHELON STRUCTURAL POSITION AND RANK LEVELS 

 

D. Advisory Board Positions and Rank (Baperjakat) 
 To ensure the quality and objectivity in the appointment of 
civil servant from the structural position of echelon II and 
below then formed advisory board position and ranks that 
consists in capital city, regional and district/ town. Baperjakat 
has the task of providing advice to the trustees personal officer 
in appointment, transfer, dismissal from position in echelon II 
and below. Baperjakat also consider promotion to the structural 
positions, showed work performance or discover new 



 

discoveries that will benefit the country. Moreover, baperjakat 
has the task of extent the retirement age for civil servant 
occupying the post of echelon I and II and appoint the secretary 
of the provincial/district/city. 

III. SYSTEM DESIGN 
The design phase of the system is intended as preparation 

for designing the system, sketching how the system is set up 
and provide a clear picture to developers to build the system. 
To design Baperjakat desicision support system, will use the 
methodology of Disciplined Agile Delivery (DAD) where 
consist of three phases of development[1].  

A. Inception 
This phase involves the analysis of business processes and 

process of mapping the sub processes up to the level of 
activities. Figure 1 show hiring procedure of employee for 
structural position and candidates’ searches conducted by BKD 
from 2 sources which are employee database and candidates 
that being put forward for consideration from SKPD. Once 
there are several candidates then BKD will collect the data 
raging from technical and administrative requirements and 
team of Baperjakat will assess the candidate which later will be 
proposed to the Mayor of Manado. 

 
Fig 1. Manual business process 

The system developed using similar process as shown in 
figure 2 with some improvement from the manual process. 
After using the system, assessment process of candidate for the 
position will become easier and the results are more objective 
and accurate. 

 
Fig 2. Application business process 

B. Construction 
The next stage is to identify the system architecture to be 

implemented as well as the model system to be designed. This 
phase will produced several documents such as software 
requirement specifications (SRS) and software architecture 
document (SAD). 

 
Fig 3. Use Case Diagram 

Figure 3 shown 2 actors of the system that are admin and 
user. Admin are employees of BKD that have the privilege to 
login and manage employee data, position and criteria. 
Meanwhile, user is Baperjakat team member that will be able 
to perform calculation process of consistency ratio based on the 
AHP model and selecting employee who will occupy the 
structural position. 

C. Transition 
Figure 4 show the main page of the Baperjakat application. 

There are several options to run the application according to its 
functions. On the right is the homepage that there is an option 
to manage employee data and data positions. Then, on the left 
there is a choice such as the criteria menu, assessment menu, 
the user settings menu and exit menu. There is also time 
function that can show when user open the application and 
calendar to indicate the date when user uses this application. 

 
Fig 4. Application homepage 



 

IV. RESULT AND DISCUSSION 
The AHP models is used to assess consistency with the 

assessment procedure following the guidelines from the 
Kusrini book[2]. Where consistency will be accepted if the 
result of the calculation is worth ≤ 0.1 and not accepted if the 
consistency is > 0.1 accordance with the terms specified in the 
calculation method of AHP. Weights used are the value of 
AHP process. Next are the criteria of the post of head of 
Personnel and Training Manado city. (1) Group which has the 
value of 7; (2) list of sequence rank (DUK) which has the value 
of 5; (3) position competency which has the value of 3; (4) 
diklat pim which has the value of 2; and (5) level of education 
which has the value of 2. Moreover, steps that are used to 
calculate the consistency ratio are: 

• Creating a pairwise comparison matrix as shown in 
table 3. At this stage, the comparison between the 
assessment criteria with the other criteria 

TABLE III.  PAIRWISE COMPARISON MATRIX 

 
• Create matrix of criteria values. The matrix is obtained 

using the formula column row new value = old value of 
the column row / column number each time. The result 
can be seen in table 4.  

TABLE IV.  MATRIX OF CRITERIA VALUES 

 
• Create matrix of the sum of each row. The matrix is 

made by multiplying the value of priority in table 3 with 
table 4. The calculation result can be seen in table 5. 

 

 

 

 

 

TABLE V.  SUMMATION MATRIX OF EACH ROW 

 
• Consistency ratio calculation. To calculate the 

consistency ratio made into a table as shown in table 6.  

TABLE VI.  CONSISTENCY RATIO CALCULATION 

 
From table 6 obtained values as follows: 

- Sum of all values = 9.02807014 

- Number of criteria (N) = 5 

- λ max (sum of all values/N) = 1.805614028 

- CI ((λ Max-N)/N) = - 0.6388771944 

- CR (CI/IR) = -0.6388771944 / 1.12 = - 0.570426 

Because of CR < 0.1, then the consistency ratio for the 
position of Head of Training and Section is acceptable. 
 

 
Fig 5. Result of candidate assessment 

Figure 5 show the final result of candidate assessment 
who had been calculated by the AHP process. 

V. CONCLUSION 
Using the software engineering methodology Disciplined Agile 
Delivery (DAD) and decision support system model of 
Analytical Hierarchy Process (AHP), a Baperjakat application 
has been developed that can be used to facilitate or assist 
decision-making process of selecting suitable candidate to 
occupy structural position in Manado city government offices. 
The application generates employee assessment in accordance 



 

with the order of values obtained after implementing the AHP 
model raging from highest to lowest.  
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Abstract—Tel-USAT payload communication block consists of
S-Band transmitter, narrow band pass filter, and low dimension
antenna in simplex mode. Filter selects the signal at certain fre-
quencies to minimize the interference from adjacent frequencies.
For nanosatellite application, filter has some requirements: small
dimension, space proven material, and narrow bandwidth. One
of methods that meets the requirements is a loop resonator. In
designation of the loop resonator, there are some modifications
such as chamfer in the corner of resonator, gap to avoid the
loosely coupled and perturbation. The filter in the dimension
of 40mm × 40mm × 1.67mm with FR4 dielectric material has
obtained 44dB return loss or 1% reflected power back to input
port, 6dB insertion loss, and phase shift 180 degree in linear
characteristic.

Index Terms—Nanosatellite; Filter; Resonator

I. INTRODUCTION

Telkom University is conducting the research and develop-
ment of nano-sized satellite (nanosatellite) named Tel-USAT.
In the planned orbit, Tel-USAT receive command from ground
station by using Telemetry, Tracking, and Command (TTC)
module at frequency 437.43 MHz for sending satellite sensor
data in half duplex mode and camera data which the data has
been encrypted into stream bit at frequency 2350MHz. Filter
designed in S-Band frequency to minimize the interference
from adjascent frequencies, and reduce the bandwidth gen-
erated by S-Band transmitter and high power amplifier. The
1200 bps and FSK modulation is used for the data transmission
process. Microwave filter theory and its applications grew
in the years preceding World War II, by pioneers such as
Mason, Sykes, Darlington, Fano, Lawson, and Richards for
low-frequency filters in radio and telephony [1]. The microstrip
ring resonator was first proposed by P. Troughton in 1969 for
the measurements of the phase velocity and dispersive char-
acteristics of a microstrip line [2]. Since 2011, loop resonator
introduce for GSM and WCDMA dual mode filter application
in center frequency 1800 MHz and 1900 MHz. using Rogers
R03006 dielectric material with relative permittivity 6.15 [3].
Another loop resonator research is WIMAX in frequency 2.3
GHz. It is using RT/Duroid 6010 with relative permittivity 10.2
produces fractional bandwidth 5.1% [4]. This paper propose
the loop resonator filter design for nanosatellite camera data
transmission by using FR4 dielectric material with relative
permittivity 4.3 and loss tangent 0.025. The filter obtained 2%

fractional bandwidth with single narrowband characteristic re-
lated to the operating bandwidth and low dimension constraint.
Section I explains the filter implementation in nanosatellite
communication block, the state of art and project explanation.
In section II, a brief description of loop resonator in resonance
frequencies and filter geometry. In section III, we analyze
the design and measured results of loop resonator filter in
S-Parameter and S-Parameter phase. Finally, our conclusions
are commenced in section IV.

II. THEORY OVERVIEW
The selection of frequency due to low rain attenuation

and atmosphere attenuation in the range of S-Band, as well
as Tel-USAT cooperate with the Indonesian Amateur Radio
Organization (ORARI) in terms of amateur frequencies ranges
2300 MHz - 2450 MHz [5]. Material selection with a loosy di-
electric substrate occur in nanosatellite implementation, when
nanosatellite has a constant pressure of 1 Atmosphere. In 1
Atmosphere pressure liquid or lumped circuit will explode, so
the solid materials such as FR4 dielectric fit to the condition.
Following the design of the narrowband elliptic filter at center
frequency 2350MHz.

A. Stripline

Microstrip filter consist of 3 layers, stripline using cooper as
conductor, FR4 lossy dielectric material that separates stripline
and other cooper plate as the ground plane. For loop resonator
model, the conductor width W eff (f) is the function of center
frequency and the space between stripline and groundplane
seperated by dielectric material which has effective permit-
tivity value eff.The characteristic impedance is 50 Ohm,
equation 1 describes the effective stripline dimension [2].

W = L =
hη0

z0
√
εeff0

(1)

The dimension of microstrip and stripline is inversely
proportional to the meterial relative permittivity. Microstrip
dimension for loop resonator design with 2% fractional band-
width is 40mm × 40mm × 1.67mm. Figure 2 shows one pos-
sible circuit arrangement. The resonator length is equal to the
resonant frequency of filter and material relative permittivity
[6].
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Fig. 1. Microstrip [6]

λg =
c

f
√
εr

(2)

w
d
= µ =

8eA

e2A − 2
(3)

l =
( π

180◦ )
√
εek

w (4)

The input port of filter connected to S-Band transmitter and
output port to antenna. Both of port impedance is 50 Ohm.
From equation (3) and (4) feedline length is 6 mm and feedline
width is 1.2 mm.

B. Bending

A curved microstrip line can be modeled as a cascade of
sections of microstrip lines with chamfered bends. Illustrated
in Figure 3a is a typical bend in a microstrip line for an
arbitrary bend angle also shown in the same gure are the
reference planes that dene the edges of the bend. The equiva-
lent circuit of the bend, in the region restricted to the connes
of the reference planes, is shown in Figure 3b [2]. Figure 3
shows the equivalent-circuit representation of the bend in the
corner of resonator, the inductance L represent the association
of discontinuity. For optimum chamfer, the ration of the width
of the chamfered region to the width of the microstrip line
is approximately 0.5 [2]. Figure 4 explain the effect of the
various chamfer side from 0 mm to 8mm toward reflected
power.

Fig. 2. Loop resonator [2]

The 1.3 mm chamfer side and 1 mm resonator width gener-
ates the optimum magnitude response with return loss ¡ 27dB.
Inductance affected by resonator length and characteristic
impedance [7].

Fig. 3. Bending curve (a) Bending angle (b) Equivalent circuit

Fig. 4. Chamfer and Return Loss

L = 0.0847Z0l nH (5)

The chamfer side inversely proportional to the inductance
effect that generates higher reflected power.

C. Perturbation

Perturbing stubs commonly used to excite two splitting
resonant frequencies or more. Perturbation can build up a local
resonance and maintain the continuity of the standing-wave
pattern inside the perturbed region [2]. Figure 5 shows the
various perturbation dimension from 0 mm to 8 mm affect the
resonant frequency generated by loop resonator.

The perturbation in resonator region gives the advantage
of line width flexibility. In the filter design, perturbation is
the sensitive modification that can excite the natural charac-
teristic of loop resonator which commonly used to dual band
mode. The optimum perturbation dimension in increasing the
resonant frequency without frequency splitting is 2mm. When
the perturbating stub located in zero voltage, which is a short
circuit and the linear position to the annular angle, the resonant
modes will not split until the dimension of perturbation is
equal to the line width. The larger splitting range can be
obtained by increasing the perturbation width.

D. Resonator Gap

Coupling gaps separate the feed line and the resonator.
Coupling gaps represent the capacitance effect which affected
by the relative permittivity of dielectric material (εr), the
surface area (A), and the distance between the resonator and



Fig. 5. Perturbation Dimension and Dual Band Gap

Fig. 6. Feedline Gap and Transmitted Power

feedline (d). The value of capacitance (farads/meter) between
parallel plates obtained according to the equation 7 [7].

C =
0.2249εrA

dε0
pf (6)

If the distance between the feedlines and the resonator
is large, the the coupling gaps do not affect the resonant
frequencies of the ring. This typle of coupling is referred to the
literature as loose coupling. Loose coupling is a manifestation
of the negligibly small capacitance of the coupling gap as
shown is the equation 7. [2] Figure 6 shows the various
coupling gaps distance that affect the power transfer from the
feedline. The larger distance generates loose coupling effect,
which the optimum distance for loop resonator with FR4
dielectric material is 0.25mm.

III. RESULT AND ANALYSIS
As well as [3,4,6,7] the modification of conventional square

loop resonator model shows in Figure 2 is the additional of
chamfer, perturbation, and gap. Chamfer is typical bend in a
microstrip line for an arbitrary bend angle θ approximately
45 degree in the edge of resonator. Perturbation as shows in
Figure 3 is the additional resonannce at center frequency, cou-
pling gap optimization to avoid the loosely coupled because of

Fig. 7. Filter geometry

TABLE I
FILTER DIMENSION

Parameter Dimension

Patch Width 40 mm

Substrate Thickness 1.6 mm

Patch Thickness 0.035 mm

Perturbation 2 mm

Feed Gap 0.25 mm

Feedline Length 6mm

Length of Square Resonator 17.47 mm

Feedline Width 1 1 mm

Feedline Width 2 1.2 mm

Resonator Width 1 mm

the distance between resonator and feedline is large [4]. The
final design is shown in Figure 7, while the fabricated filter is
shown in Figure 8. Based on the geometry showed in Tabel 1,
filter generates magnitude response shows in figure 9. Return
loss value in simulation result is 45 dB. It means the reflected
signal back to port can be neglected, as numerical reflection
signal is 0.01.

From input power 1, it will occur the optimum power
transfer. The insertion loss in the simulation is -4.3 dB, as
the numerical transmitted signal is 0.4 from 1 input power.
The input power is not totally transmitted by filter because
of the dielectric loss and conductor attenuation. The higher
tangential loss value, the dielectric attenuation will increase,
so it affects the transmitted power. In the realization process,
filter generates the return loss value approximately -44 dB,
as well as the simulation result. The insertion loss value in
the realized filter is -6 dB, it is equal to 25% transmitted
power in the realization result. Dielectric material affects the
attenuation constant that generated by filter. Another important
component of propagated waves in dielectric material is the
magnitude phase response. Figure 10 explains the return loss
phase and insertion loss phase. Based on the simulation result,
the insertion loss phase is equal to -30 degree. This value is
acceptable along the center frequency and bandwidth occupied
phase is linear. Return loss phase in frequency 2350 MHz
is 180 degree. It means there is phase reversal in input port



Fig. 8. Filter realization

Fig. 9. S-Parameter

toward signal source. This phase can be neglected if the return
loss magnitude is small. Figure 10 shows the insertion loss
phase of the realized filter is 130 degree. The realization
insertion loss phase is linear along the center frequency.
In realization result, there is group delay response in loop
resonator. The equal ripple from elliptic response generate high
group delay response. The realization return loss phase is -180
degree. It is reflect the signal to the source.

TABLE II
RESULTS COMPARATIVE

Parameter Simulation Realization

Center Frequency 2350 MHz 2350 MHz

Bandwidth 41.7 MHz 50 MHz

Return loss -45 dB -44 dB

Insertion loss -4.3 dB -6

Return loss phase 180 degree 180 degree

Insertion loss phase -30 degree 130 degree

Impedance 48.4 Ohm 49 Ohm

VSWR 1 1.01 1.01

Fig. 10. S-Parameter Phase

IV. CONCLUSION

The designed filter with loop resonator works in frequency
2350MHz, and it obtained 44dB return loss and 6dB insertion
loss. Some of the input power transmitted by loop resonator
while other input power transform into heat and absrorbed
by loosy dielectric material and reflected to input port. The
insertion loss phase is linear in center frequency to avoid
the changing of information, there is phase group delay in
realization in which the realization phase is equal to 130
degree, while there is phase shift in reflected signal.
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Internet had widely influence in this time being. The world 
that had not connected with internet will be consider as 
isolated world from “international community”. Internet had 
already make the world become “global village”. The growth 
of Manado City recently had become one of the most 
developed cities in Indonesia. The Manado City had the 
objective to become one of the known city in Tourism. It 
need a global publication to help introducing Manado over 
the world. Here Internet play the main role as internet can 
promote Manado City to global world, become the world 
destination in tourism and this is the concept of e-Tourism. 
With e-Tourism, SWOT analysis can be obtained to help 
Manado City developing the competitiveness specially in 
tourism. With the Strength, Weakness, Opportunity, and 
Threats can fulfill the recommendation to develop the 
Manado City e-Tourism globally. 
 
Keywords: Competitive Intelligence, e-Tourism, Manado 
City Tourism 

I.  INTRODUCTION  

Global changes that occur in this information age, present 
unavoidable competition. The Use of Competitive Intelligence 
plays an important role in this competition, because the 
existing competition, especially in the field of tourism, can 
help the city of Manado to the level of the World Tourism 
City. Media promotion of tourism through the Internet can be 
a gateway of Manado City to be widely known as the City of 
the World Tourism. The ultimate goal is to develop tourism in 
the city of Manado via e-tourism by using Competitive 
Intelligence, e-tourism is an effective marketing tool for the 
world class promotion. Competitive Intelligence through 
existing strategies can be further refined for the development 
of e-tourism at a more advanced stage. The hope is to 
encourage decision-makers to pay more attention to the aspect 
of tourism promotion and build the city of Manado as a world 
tourism brand through the use of Competitive Intelligence as a 
strategy in e-tourism. Development of an e-strategy was also 
influenced by two factors, internal and external; and focus in 
this paper is the internal factors. The use of e-strategy will 
only be seen from the view of Competitive Intelligence. 

II. COMPETITIVE INTELLIGENCE AND E-TOURISM 

A. Competitive Intelligence 

Competitive Intelligence is a continuous process of 
systematically collecting and analyzing information about the 
activities of competitors and trends in the business (the trend 
of political, economic, technological) to achieve company 
goals. In particular: continuous process from planning and 
direction, collection of information about the activities of 
competitors and the general business trends, evaluation and 
analysis (the conversion of information into intelligence), and 
the presentation of the analysis results. Basis of Competitive 
Intelligence is knowing the difference between information 
and intelligence. Information is based on the fact that the form 
of numbers, statistics, data about people and companies. 
Intelligence is a collection of information that has been 
filtered, evaluated and analyzed, also called knowledge. 
 

B. e-Tourism 

The Internet has provided a new economic environment for 
trading. e-commerce is one of the sectors that are growing and 
many tourism businesses were involved in the development of 
Internet services, such as travel agents, tour operators, airlines, 
hotels. Internet usage in the tourism business is known as e-
tourism or e-business tourism. The difference with the 
traditional markets is the speed at which information can be 
communicated, access to global coverage, and a minimal cost 
to make an on-line business. 
 

III. CYCLE OF COMPETITIVE INTELLIGENCE  

The basic unit of  Competitive Intelligence is the intelligence 
cycle, which is a process to transform information into 
intelligence. There are four steps in the cycle of Competitive 
Intelligence, it is a continuous (uninterrupted) process :  

 Planning and direction  
 Collection  
 Evaluation and analysis  
 Deployment / Presentation 

 



 
 
a. Collection Strategy 
This is an initial step in the Competitive Intelligence activities 
that include: a clear understanding of user needs to determine 
the purpose of using Competitive Intelligence, why 
Competitive Intelligence is needed, and who need it. This is 
very important because it served as the base for the next step. 
Reviewing activities of the company to look for information 
that already exists within the company. Establish a plan of 
collection and analysis, including: (1). Time planning, the 
schedule of Competitive Intelligence implementation in order 
that obtained the results on time and not late or outdated. (2) 
Determine the type of competition. (3). Determine the type of 
resources used. (4). Determine the type of analysis that will be 
used. 
 
b. Collecting Information 
This step is a very important activity of collecting the 
information to be processed into intelligence that can be used 
by management. Information may include formal information 
(written information) and informal information (human 
information). Information was obtained from various sources 
of information that can be used by the company. The 
information gathered is organized, which means that the 
information must be accessible to everyone in the company to 
be used as a tactical planning, making simple decisions, or 
simply to learn the information. However, analyzing the 
information is still to be done by the Competitive Intelligence 
unit. 
 
c. Evaluation and Analysis 
After the data/information collected through various resources, 
the next step is to do an evaluation of the information. It 
means doing the validity and reliability of the information. 
Validity is the accuracy and completeness of the information. 
Reliability is the trust of information sources on the basis of 
the performance. The analysis used depends upon the problem 
to be solved and the ability of the company. From the analysis 
results will obtained a finding, knowledge (intelligence) which 
is a strategic decision of the company to face the competitor 
activity. 
 
d. Dissemination/Presentation of the analysis results 
The final step is the presentation of intelligence, which is 
reporting the answers to the questions/needs of the executive. 
 

IV. RESULTS 

A. The e-tourism strategy (5C) 

Through observation of the strategies undertaken by the 
tourism practitioner who already have a market in addition to 
the tourism products they had developed, strategy marketing is 
done in e-tourism focuses on 5 C. 

 
 

Figure 1. Implementing e-tourism strategy on the tourist life 
cycle and suppliers’ processes 

 
1. Campaign 
Campaign, plays an important role in the promotion of 
tourism, this involves branding a destination and destination in 
order to strengthen the image of tourists may be interested in 
visiting the area. This can be done through variety of media to 
build brand awareness with other targets in the local 
community, to help improve the image of the destination. 
Advertising on the internet on the well known websites and 
have external links to other web sites, then search engine 
optimization can be improved. Ranking obtained in the search 
engines will be improved because of search engines searching 
method will ranked the site most widely referenced and most 
relevant keywords that are desired by the user. 
 
2. Content 
Content concerning the information contained, interactive and 
informative site. With informative contents, the tourists who 
want to know a tourist destination can easily know any place 
he wanted to visit. It could also achieved by updating 
information on online encyclopedia site, so users who want to 
find information about these keywords can be helped with the 
explanation there. With periodic updates on the website 
further enhance the content of the existing content. e-CBT (e-
Community Base Tourism) can also be informed here, the 
products are owned by local people, handicraft which revolves 
around the small and medium enterprises owned by the 
community. 
 
3. Community 
Communities can be built through blogs, social media 
websites, e-CBT, a forum, or a social travel site. Maintaining 
these sites can be done by comment with additional 
information or other things that could build up the image of a 
destination area. Also by publishing an e-newsletter in order to 
provide additional information about a tourist spot. Word of 
mouth information with the help of the internet has gone 
global with the various social sites and social travel site will 
provide an additional positive information which would 
increase the attractiveness of the tourist areas.  
As for developing e-CBT can develop local cultural events, 
festivals that rooted in local communities. 
 



4. Cooperation 
Build cooperation links with external providers of tourism 
services, such as travel agents, hotels, resorts, diver operators, 
transportation, local government and regional tourism 
destination, the telecommunications operator (cellular or 
Internet Service Provider). The University can also provide 
various resources or activities that can support tourism such as 
seminars or activities related to tourism. Local and regional 
governments can collaborate to build a destinations package 
that have the same theme or a theme that is different but the 
geographical location adjacent to each other. 
 
5. Competitiveness 
Know and understand the market by implementing various 
strategies obtained by benchmarking extensively with other 
tourism website, or to the annual reports of various 
destinations in other countries. The state of the tourism 
market, especially on e-tourism, also can be known by regular 
reports from the site UNWTO (United Nations Worlds 
Tourism Organization) or from the official websites of other 
organizations, through research on an area of tourism in order 
to improve the quality of tourism products in the region. 
Working together with the university to build or develop a 
tourism product through research that can be promoted 
through the internet. Results of this analysis will be an input 
for decision-makers mainly to market a tourism product 
through the Internet in order to become more competitive. 
 
 

 
 

Figure 2. e-Tourism (5C) Strategy Implementation  
Mind Mapping 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. SWOT analysis of Manado City  
e-Tourism Development 

 
Internal Factors 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Eksternal Factors 

Strengths (S) 
- Early promotion  
- Government Support  
- Human Resources  
- Information and 

communication 
technology  

- Law support 
- Potential nature and 

culture  
- Supporting 

infrastructure 

Weaknesses (W) 
- Management of e-

Tourism  
- The cost of using ICT 
- Level of 

professionalism 
especially e-Tourism  

- Coordination, 
integration, and 
synchronization 
between and within 
institution in promoting 
tourism especially e-
Tourism.  

- e-Readiness  
- Financial Support  
- Local Tourism Culture 

 

Opportunities (O) 
- Tourism Development 

Trends  
- The development of 

Information and 
Communication 
Technology  

- Development of 
Internet  

- Internet users amount  
- e-Tourism in Indonesia  
- The presence of 

courses support 
tourism particularly e-
tourism 

SO – Strategy 
- Build an alluring branded, 

to make it easy to associate 
the brand with manado city 
tourism on any promotion 
media.  

- Build a strong image of a 
destination so that the 
branding and image will 
establish a product with a 
high level of attractiveness.  

- Build e-Tourism network 
with a network of links 
between tourism website, 
or with internet network 
community. 
 

WO – Strategy 
- Encourage and strengthen 

local community-based 
tourism (Community 
tourism base, CBT) so 
that people can attract 
investors and use Internet 
to do promotion (e-CBT).  

- Cooperation with 
academic practitioner to 
increase the e-Readiness 
and how to increase local 
tourism culture, with a 
wide range of strategic 
planning. 

Threats (T) 
- Global e-Tourism 

competition 
- Site Security  
- Internet network 

outage  
- Inflation and the global 

economic recession  
- Security Stability 

ST – Strategy 
- Continue to strengthen the 

globalized promotion 
while developing 
destinations to other area 
or to establish synergies 
with destinations in the 
cities around.  

- The Government 
encourages the community 
to build a destination 
together that supports 
tourism activities in 
Manado.  

- Applying the law 
enforcement for law 
violator that infiltrate on 
Internet sites.  

- Benchmarking with other 
tourism areas, especially e-
tourism in order to make 
Manado tourism become 
more competitive. 
 

WT – Strategy 
- Empowering communities 

with the development of 
CBT, so there is a 
competitive local products 
that can be promoted via 
the Internet.  

- Achieving a common 
vision, especially at the 
Culture and Tourism 
Department that works as 
a bridge to the other 
institution, in order to 
improve the 
competitiveness of 
tourism, especially e-
Tourism in the city of 
Manado so that it can 
become more 
professional. 
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Abstract—There are must-to-do steps in the nano-satellite 
development process, including the engineering model and flight 
model test. The atmospheric balloon test can be used to analyze 
the On Board Data Handling (OBDH) performance. The 
obtained results from the test are 13 images data captured from 
the 2900 MASL maximum altitude, also the sensor data i.e. 
temperature, pressure, humidity, position, and the direction of 
the balloon payload. 

Keywords—The On Board Data Handling (OBDH); payload; 
telemetry; atmospheric balloon. 

I.  INTRODUCTION 
The Atmospheric Balloon Competition (KOMBAT) 2015 

has been held by LAPAN (an Indonesian aviation and space 
agency) in collaboration with Ministry of Research, 
Technology, and Higher Education in Indonesia. At the same 
time, Telkom University was in the middle of nano-satellite 
developing process, specifically about the On Board Data 
Handling (OBDH) performance test. So, the Telkom 
University joined the competition in other way to test and 
analyze the performance of the OBDH system. There are some 
research about the OBDH had been done, i.e. [1] using 
Samsung S3C2440A processor and CAM130 camera with the 
OV9650 sensor; [2] and [3] using FPGA with single camera 
and array cameras to enhance the image; and [4] using the 
array cameras equipped by MMED LPC1768 processor as 
OBC. In contrast to previous research, the processor used in 
this research is ATMega2560 followed by reasons: it has 
varied pins and has a large memory [5]. 

In the competition, it has been arranged various binding 
rules related to critical issues, such as the size of the balloon 
payload, the weight of the balloon payload, the frequency used 
for communication between the payload with the ground 
station for both of data sensor or delivery of image data, and 
sensor data table format [6]. To anticipate this, the system is 
designed to be lightweight and also has a reliable 
communications for sending sensor data and image data. 

Balloon payload can be used to determine the condition of 
the atmosphere in a way to record and transmit sensor data 

related to temperature, relative humidity, pressure, horizontal 
wind speed, and the image data in real time [6]. So, the qualify 
sensors must be chosen in order to gather those information. 
ZMCamera as the camera [7], the GPS to determine the 
position of the payload [8], DHT 21 as the humidity and 
temperature sensor [9], as well as BMP 180 to determine the 
altitude and pressure of the payload [10]. 

This paper is organized into 4 sections with the first section 
contains a preliminary study. The second part is about the 
system design. The third part is the data analysis from the 
measurement results. And, the fourth part contains the 
conclusion. 

II. SYSTEM DESIGN 
The system designed in this experiment includes balloon 

payload system which consists of several sensors that required 
to measure the conditions around the payload, as well as the 
antenna pointing system at the ground station that controlled 
remotely. The design of the system follows the race 
regulations, related to the functions of the sensor should be 
provided such as height, position, temperature, pressure, 
humidity, and image data. 

Ground station specifications that must be fulfilled, are: the 
antenna alignment is not done manually, but it must be 
controlled remotely by wireless. At the balloon payload itself is 
designed to weigh no more than 200 grams and must 
accommodate all sensors, structure, the battery, and 
communication devices of the balloon payload to the ground 
station [6]. Fig. 1 is a general system of communication 
between the antenna pointing system at the ground station and 
the balloon payload system containing various sensors and 
communication devices. 

A. Antenna Pointing System Design 
The controller of the antenna direction is made by using a 

Bluetooth module HC-05. It follows the requirements of 
competition which had to use a wireless communication with a 
minimum distance of 2 meters [6]. In Fig. 2, it is illustrated the 
system of antenna controller with the input from a PC. Then, 



that is forwarded by HC-05 on the PC and received by the HC-
05 on the antenna pointing system. The battery of antenna 
control block is 7 volts to supply Arduino, 3.3 volts to be 
distributed to HC-05, and 5 volts to the azimuth and elevation 
servo. The antenna movement system is designed to work by 
giving input by pressing the "R", "L", "U", "D" and "N" on a 
PC which is sent via Bluetooth HC-05. Then, this input will be 
translated by Arduino Uno to move azimuth direction CW, 
CCW, or stop; and also elevation CW or CCW. 

Servo that works on the azimuth axis has the continuous 
movement properties. By pressing the "R" on the PC, it will 
make the clockwise movement, while the "L" for the 
counterclockwise movement. Added the "N" key in order to 
dismiss the azimuth movement. Servo works continuously by 
inserting value into the servo from 0o to 180o, if the value is 
less than 90o then the servo will move counterclockwise and 
value over 90o will move contrary. While the value equal to 90o 
to stop the movement of the servo. 

 

Fig. 1. Balloon payload and antenna pointing system. 

 
Fig. 2. The schematic diagram of the antenna pointing system at the ground 
station. 

 

Fig. 3. The schematic diagram of the balloon payload. 

For the elevation movement, it is using 2 pieces of the 
servo with the 0o to 180o movement ability. This elevation 
servo moves based on the amount of the angle, not 
continuously. The driving system of the antenna to the 
elevation direction is designed to be capable to make the 0o to 
90o movements by pressing the "U" (to increase 1o) and 
pressing the "D" (to decrease 1o). If there is no command, the 
servo will maintain the end position. 

B. Payload of The Weather Balloon System Design 
The purpose of KOMBAT is to measure the conditions in 

the atmosphere at a maximum altitude of 3000 MASL [6]. The 
integrated sensors are GPS, temperature and humidity sensors 
(DHT 21), altitude and pressure sensor (BMP 180), and a 
camera to take pictures. 

Fig. 3 describes a schematic system of the weather balloon 
payload. The On Board Data Handling uses ATMega2560 that 
connected to the sensor DHT21, BMP180, GPSU-Blox, and 
ZMCamera via RS232 to TTL interface. In addition, 
ATMega2560 has I2C interface, PWM, and SPI [5]. Voltage 
requirements of each sensor and also OBDH supplied by a 3.7 
volts battery arranged in series in order to produce 7.4 volts. 
All the sensor data will be transmitted through 3DR modules 
corresponding to the 3DR module channel of the ground 
station. 

For the beginning of the communication between the 
ground station and the payload (Fig. 4), the 3DRs channel must 
be paired and locked. Then the GPS locks the location so the 
location data is forwarded to ATMega2560 but not yet written 
to the SD card. When the payload started to fly, all the sensors 
perform their respective functions, but the sensor data is still 
stored in the register in the sensor. When there is a request 
from ATMega2560, the sensor sends the data to ATMega to be 
stored on the SD card in the string form that will be sent within 
an interval of 1 second. When the payload altitude reaches 500 
MASL, the camera takes a picture then ATMega sent it to the 
SD card. The data then will be sent to the 3DR. On the process 
of sending pictures, all the sensors keep records of sensor data, 
but ATMega will not ask sensor data that still stored in the 
sensor registers. So, only the last data will be stored in the 
sensor registers if ATMega2560 does not request it. This 
process is repeated in every multiple of 200 meters above sea 
level. The SD card inserted into the payload is 2 GB to 
accommodate the image data (that is no more than 20 images 
with a size of 320×240 pixels) and all of the sensor data during 
the flight. 

1) ATMega2560 
ATMega series microcontroller is used because it has a 

capacity of 256KB flash memory and 4KB SRAM, so as to 
process large programs it will not interfere the system stability. 
Additionally, the number of I/O pin is available as many as 86 
pins and serial port is 3 pieces. That makes it possible to use 
many modules simultaneously by using this microcontroller 
[5]. 

2) ZMCamera 0.3 Megapixels 
ZMCamera 0.3 MP is used as image acquisition sensor by 

using a RS232 communication protocol and a CMOS sensor, 
so it takes a RS232 to TTL converter in order to communicate 



with ATMega2560 [7]. ZMCamera requires a supply of 5 volts 
with the resulting image has a JPEG format, so that the size of 
the image has been compressed. Results image of ZMCamera 
is not directly transmitted to the ground station, but it is stored 
on the SD Card. This is done so that the sensor data does not 
accumulate and overload in ATMega2560. 

 

Fig. 4. The balloon payload preparation before flight. 

 

Fig. 5. The result of temperature (oC) vs. altitude measurement. 

 

Fig. 6. The result of humidity (% RH) vs. altitude (MASL) measurement. 

 

Fig. 7. The result of pressure (mbar) vs. altitude (MASL) measurement. 

3) GPS U-Blox Neo-6M 
The selection of U-blox GPS modules NEO-6M version 

because it uses NMEA protocol and also has available antenna 
so as to accelerate the process of data acquisition from 
satellites [8]. The data obtained from this module is longitude, 
latitude, and direction data. The voltage needed was 3.3 volts to 
operate this GPS module. 

4) DHT21 
To obtain the data of temperature and humidity, DHT21 

sensor which has the capability of -40oC up to 80oC is used [9]. 
This sensor uses a digital communications using the PWM pin 
in the ATMega2560. Advantages of this sensor, it can be used 
for a long time without disturbing the system stability. Just as 
the GPS module, the applied voltage is 3.3 volts. 

5) BMP180 
To measure the altitude and pressure, BMP180 sensor that 

uses I2C communication protocol with ATMega2560 is used 
[10]. Because of using that protocol, it takes a pull up resistors 
on the SDA and SCL pins. The altitude values can be obtained 
from the pressure data, so it takes the calibration beforehand by 
putting pressure on the sea water surface. This module can 
work with voltage requirement of 3.3 volts. 

III. DATA ANALYSIS 
The system testing is done by laying the payload on the 

atmospheric balloon with the average vertical speed of 5 m/s. 
The first image capture is done when it reached a height of 500 
MASL; then, the next image capture will be taken periodically 
for the next 200 MASL until the altitude reaches 3000 MASL. 
After that, the data transmission of the temperature sensor, 
humidity, and pressure are sent in real time every second to be 
processed in ground station. 

A. ZMCamera Image 
The camera module has worked well with capturing first 

image at an altitude of 500 MASL, then a second image at an 
altitude of 700 MASL and so on up to a maximum altitude of 
2900 meters above sea level. The size of the pictures taken at 
320 ×240 pixels with an average of 9 seconds capturing time 
and delivery time to the ground station by 9 seconds. So, the 
total time to take and send pictures is 18 seconds. The images 
result of the ZMCamera module shown in Appendix 1. 

B. Temperature and Humidity 
DHT21 sensor is used to measure the temperature and 

humidity. It is performed until a maximum altitude of 3000 
MASL. Fig. 5 and 6 shows the obtained data from the 
temperature and humidity measurement. The minimum 
temperature there at an altitude of 3000 MASL that is equal to 
7oC and the temperature slowly rises when the balloon down to 
the altitude of 500 MASL. For humidity value; at an altitude of 
2000 up to 2500 MASL, the humidity is at its lowest point that 
is equal to 20% up to 40% RH. 

C. Pressure 
The pressure measurements obtained from BMP180 sensor 

that measures the height of the balloon payload. To get the 



pressure value, a calibration should be performed prior to the 
pressure value at sea level. Fig. 7 is a graph obtained from 
BMP180. The graph states that when the altitude increases, the 
pressure will be reduced. 

D. Payload Tracking 
Which is used to perform the tracking of the balloon 

payload is the data from the GPS sensor in the form of data 
longitude, latitude, and compass. To get the GPS data from the 
satellites, the GPS must remain capable of receiving the 
location data from the NMEA protocol of the satellite. The 
adjustment takes about 1 minute. From the value of the 
coordinates of longitude and latitude, the location of payload 
can be obtained by mapping that value on the graphic user 
interface (GUI). Fig. 8 shows the results of the initiation of 
GPS, compass directions and the movement of the payload. 
The tracking of the balloon payload is predicted to fall in the 
mainland. 

IV. CONCLUSION 
From the research and testing, it has been made a telemetry 

system that serves to measure the atmospheric conditions 
related to temperature, relative humidity, pressure, position, 
altitude, compass directions, and also image data. It is obtained 
13 image data captured from 500 MASL until the maximum 
altitude at 2900 MASL. The temperature lowest level measured 
is 7oC at 3000 MASL and the lowest humidity is 20% RH at an 
altitude of 2000 – 2500 MASL. 

 

 
(a) The latitude and longitude  

tracking data. 

 
(b) The compass direction of  

the payload movement. 

 
(c) The movement of the payload. 

Fig. 8. The results of payload movement tracking during the balloon flight 
test. 
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APPENDIX 1 

 
Fig. 9. ZMCamera image taken from 500 MASL. 



 
Fig. 10. ZMCamera image taken from 700 MASL. 

 
Fig. 11. ZMCamera image taken from 900 MASL. 

 
Fig. 12. ZMCamera image taken from 1100 MASL. 

 
Fig. 13. ZMCamera image taken from 1300 MASL. 

 
Fig. 14. ZMCamera image taken from 1500 MASL. 

 
Fig. 15. ZMCamera image taken from 1700 MASL. 



 
Fig. 16. ZMCamera image taken from 1900 MASL. 

 
Fig. 17. ZMCamera image taken from 2100 MASL. 

 
Fig. 18. ZMCamera image taken from 2300 MASL. 

 
Fig. 19. ZMCamera image taken from 2500 MASL. 

 
Fig. 20. ZMCamera image taken from 2700 MASL. 

 
Fig. 21. ZMCamera image taken from 2900 MASL. 
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Abstract— The development of technology has an 

impact for the transportation sector, one of them is about 

parking the vehicle.  Parking is a state where a vehicle is not 

moving for a short time because the driver is going for 

somewhere else. 

To find an empty parking spot, a driver must look up 

for a parking lot that has been allowed for parking. it is quite 

difficult to find a parking spot because the space available 

for parking is very limited and the amount of vehicles that 

need parking is very high. It needs a relatively long time for 

a driver to get a parking spot and can cause  a traffic jam in 

the parking lot because many drivers are trying to find an 

empty spot for their vehicles. 

This is the reason why the author develops an 

application for parking lot using Android Smartphone. This 

paper uses Rational Unified Process Methodology and the 

tool that used for this paper is Photoshop CS5, Adobe 

Dreamweaver, MySQL, and using Unified Modeling 

Language tools. The programming language that used for 

this paper is PHP (Hypertext Preprocessor). 

Key words: Parking, Android 

 

I. INTRODUCTION 

The electronic world has good relevance with 

Technology Development. The increasing development of 

technology will bring convenience to people's lives. 

Smartphone is very widely used and has become an 

important part of everyday life. For example, an android 

based mobile phone is one of the advanced electronic 

media, popular among the public and lot of Android 

applications began to appear. 

In the transportation sector, one of the technology 

development can be found in the parking sector. Today 

many parking lots have improved the quality of parking 

services, either by adding a camera in the parking lot or 

providing parking attendant to assist driver who wants to 

find an empty parking spot. To get the empty spot, a driver 

must surround the parking lot several times, because the 

availability of space is limited and the number of cars that 

want to park is huge.  It needs a relatively long time for the 

drivers to get a parking spot and can cause  a traffic jam in a 

parking lot because many drivers is trying to find an empty 

spot for their vehicles. 

Based on the description above, there is an 

opportunity to develop an application for parking lot using 

Android Smartphone. This application can help driver 

(either cars or motorcycles) to find an empty spot in a short 

time easily.in short time easily. 

 

II. RESEARCH QUESTION 

The research question is how to develop an 

application for parking lot using Android Smartphone that 

can help driver( either cars or motorcycles) to get an empty 

spot for parking quickly? 

III. STATE OF ARTS 

 

A. Parking 

Parking can be interpreted as a place to stop or to put the 

vehicles (cars and motorcycles) for a few moments at a 

designated place. Parking is a state of the vehicle stops or 

does not move for a while and left by driver [1]. 

 

B. Vehicle 

Vehicles are thing that driven by technical equipment 

located on the vehicle. 

 

Vehicle are classified into several types, namely [2]: 

a. Motorcycle  

Motorcycles are two-wheeled vehicles without a sidecar. 

b. Minibus 

Minibuses are vehicles that equipped with more than eight 

seats excluding the driver's seat, with or without equipment 

hauling luggage. 

c. Bus 

Buses are vehicles that equipped with more than eight seats 

excluding the driver's seat, with or without equipment 

hauling luggage. 

d. Truck 

Trucks are motor vehicles other than motorcycles, minibus 

and bus. 



e. Special vehicles 

Special vehicles are motor vehicles that used for special 

purposes or transporting special items. 

 

C. Android 

Android is a mobile operating system that adopts Linux 

operating system, but has been modified. Android was taken 

over by Google in 2005 of Android, Inc. as part of a strategy 

to fill the mobile operating system market. The main 

advantage of Android is an application that has integrated 

approach [3]. Android as operating system based on Linux 

is used for cellular phones such as smartphones and tablet 

computers (PDA). Android provides an open platform for 

developers to create their own applications that are used by 

a variety of mobile devices [4]. 

 

D. Methodology  

The methodology used in the development of a parking lot 

simulations are Rational Unified Process (RUP). RUP is a 

software engineering methodology developed by collecting 

a variety of best practices. The main feature of this method 

is to use use-case driven and iterative approach [5]. 

 

IV. ANALYSIS AND DISCUSSION 

A. Definition of Developed Application 

Application for parking lot using Android Smartphone 

is developed to help driver (cars and motorcycles) to get an 

empty spot using smartphone with Android based that can 

be access anywhere with internet connections. 

 

B. Analysis of Target Users 

Table 1. Target Users  

User Role Responsibility 

Adminstrator Adminstrator - To add officers 

- Change username and 

password 

- View incoming and 

outgoing reports of 

vehicles 

Officer Officer To add the identity 

number of parking 

User Society To look up for an empty 

spot in parking lot  

 

C. Use Case Model 

This stage will explain and illustrate the description of the 

running system. 

 

 

 

 

 

 

 

 

Table 2. Use Case Descriptions 

Use Case Description 

Taking cars / 

motorcycles receipt 

Contains barcode that 

has vehicle’s licence 

plate 

Look up for an empty 

parking spot 

Driver look up for an 

empty parking spot  

Restoring receipt Driver must return 

receipt before get out of 

the place where the 

driver is located. 

Receive a receipt Officer scans barcodes 

on the receipt number. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Use Case of Running System 

Before entering the parking lot, cars or motorcycle riders 

must take a parking receipt. The rider can choose the button 

A, button B or Button C. To know that the parking lot is full 

or not, the rider must install the application on smartphone. 

Status of Parking lot have been filled became blank when 

officer enter the license plate number and the riders will be 

out of the parking lot 

 

 

 

 

 

 

 

 

 



V. DESIGN 

In this stage, we are going to discuss about the 

development of parking lot application using Android 

Smartphone. 

 

A.  Use Case Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Use case diagram of current system 

 

B.  Implementation Interface 

 In Figure 3, the main menu storyboard shows the 

button of cars and motorcycle  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Main Menu Storyboard (User) 

 

 

In Figure 4, car menu storyboard displays filled parking 

lot number based on existing location. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Car Menu Storyboard (User) 

 

In Figure 5, parking lot status storyboard displays both 

the total of empty parking lot status and filled parking lot 

status. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Parking Lot Status Storyboard (Officer) 

 

 

 

 

 

 

 



In figure 6, outgoing vehicles storyboard (officer) 

displays number form, parking identity (parking receipt) to 

be filled by officer and to displays price that must be pay by 

outgoing vehicles. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Outgoing Vehicles Storyboard (Officer) 

 

In figure 7, location’s data storyboard (administrator) 

used to input new location, change location and delete 

location not being used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Location’s Data (Admin) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In figure 8, Graph Reports Storyboard (Administrator) to 

displays incoming vehicles report by using graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Graph Reports Storyboard (Admin) 

VI. CONCLUSION AND ADVICE 

A. Conclusion 

       Based on the results of the application parking lot using 

Android Smartphone Development, it can be concluded 

that: 

1. This Application can displays a total of empty 

parking spot. 

2. This application can help drivers to find an empty 

parking spot In the building. 

3. This application can reduce traffic jam when the 

driver is looking for an empty parking spot. 

B. Advice 

Therefore, there is an advice to improve this application 

in the further to make it even better such to add parking lot 

booking feature. 
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Abstract — Current fan is not able to 

display room temperature and humidity. It also 
cannot run automatically on a specified time or 
room temperature. Therefore it should consider 
a system that can overcome these weaknesses. 
This research will make a room temperature 
control system that can detect temperature and 
humidity, and displays the results to the 
application. Systems made useful to control the 
fan so that the room temperature is still cool. 
The system will interact with the user through 
the application, both for switching on and off 
the fan directly or automatically based on 
temperature and time. This research uses the 
C# programming language in the creation of 
applications and C for coding of 
microcontroller. The methodology used is 
prototyping. Testing conducted concluded that 
the application can display the values of 
temperature and humidity, a function to turn 
on and turn off the fan directly or based on 
temperature and time can run well. 

 
Keywords: fan, detection, microcontroller, 
temperature. 

 
I. BACKGROUND 

 
Humans need cool air in order to move 

comfortably. Many electronic devices are made to 
maintain the room temperature stays cool. The fan 
is one of the air conditioners that were 
encountered but the current fan is not able to 
display the room temperature and humidity. The 
fan also cannot adjust automatically with the room 
temperature or time. In addition, the fan is 
executed by pressing the on-off, by hand. To 
overcome the above drawbacks and to support the 
performance and automation on the fan requires a 
microcontroller and a program to control it. 
The microcontroller is an integrated chip that 
typically becomes part of an embedded system 
designed to perform one or more specific 
functions in real time. Microcontroller shape is 
very small and simple and includes all the 
necessary functions on a single chip. 

Based on the description above, this research 
will create an application that can control the fan 
(on-off) based on the room temperature and time 
automatically using microcontroller so that the 
room temperature is still cool. 
  

II. LITERATURE REVIEW 
 
A. Detection 

The detection is a process of identifying a 
problem if there is a failure in the prevention and 
notify the executor [1]. The detection tool is a tool 
used by user to help identify a problem.  
 The process of identifying the problem starts 
from the existence of a problem that appears 
(where there is a state which is not in accordance 
with the state in general) was realized and find a 
way out, either by step overall settlement or quite 
simply reached the point of prevention. 
 
B. Microcontroller 

Immersa [3] stated that the microcontroller 
consists of CPU, Memory, I / O ports and timers 
like a standard computer, but is designed only to 
carry out a specific function in regulating the 
system. 
 There are many microcontrollers in stores 
however microcontroller used in this research is 
microcontroller DHT22 as a temperature sensor. 
The microcontroller set on Arduino board. The 
main component in the board Arduino used is a 
microcontroller 8 bit with brands ATmega made 
by the company Atmel Corporation. A simplified 
block diagram exist in ATmega328 
microcontroller used in Arduino Uno 
(unoDFRduino) can be seen in Figure 1.  
 

 
Figure 1. Block diagram of microcontroller ATmega328 [2] 
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This research is used a microcontroller DHT22 
[6] because it has several advantages over another 
temperature sensor. 
 
C.  Temperature Sensor 

The temperature sensor is a component that 
is normally used to convert heat into electricity to 
ease the analysis magnitude [4]. The temperature 
sensor is made using a metal or a semiconductor 
material. This method is used because the metal or 
semiconductor material can change its resistance 
to electrical currents depending on temperature. 
  
D. Data Communication 
 Data communication is necessary for 
exchanging data between sender and receiver in 
this study. This data communication is needed to 
give commands from the application to the 
Arduino to turn on and turn off the fan through 
relay, and to send the value of the temperature and 
humidity of the sensor to the application via the 
Arduino. 
  
E. Related Research 

There are several studies related to this 
research, which are the Temperature Gauge 
System Design Using Arduino and C # .Net by 
Lucky Yuditia Putra and the Design and 
Implementation of Control Room Temperature 
Using Microcontroller-Based Sensor LM35 
Arduino Uno by Fadilla Zennif. 

Putra [5] used LM35 sensor to determine the 
temperature of the room easily and use .Net C # as 
the programming language. The system made can 
measure the temperature of the room with a 
tolerance value of data is not stored in one minute. 
When the temperature exceeds the set 
temperature, the fan will rotate automatically as an 
air conditioner. The system works every second 
and displays the result on desktop application and 
saves it to the database as a repository. 

While Zennifa [7] made the room 
temperature controller based on input from the 
keypad. This tool uses the temperature sensor with 
the code LM35 and type LM35DZ, which has its 
advantages and conveniences that range of 
temperatures measurability quite wide, has a high 
accuracy, the economic cost and also use Arduino. 
The system also use LCD as a display and keypad 
as one of the factors that made the temperature can 
be controlled. The magnitude of the temperature is 
read will be displayed on the LCD and then the 
output will be shown on rotation of the fan. 

 
III. ANALYSIS 

 
A. Preleminary Analysis 

Based on analyzing the previous researches 
and the observation made, this research generating 
some specifications of the requirements needed. 
This research will build a system that can control a 

fan using DHT22 as microcontroller and create an 
application to control the system. 

As for the specifications of the application 
made is: 
1. Application can detect the room temperature 

and humidity. 
2. Application can transmit temperature values 

from sensor DHT22 to the microcontroller. 
3. Application can display temperature values 

that exist on the microcontroller in the 
application. 

4. Application can turn off and turn on the fan 
based on room temperature and time. 

5. Application can turn off and turn on the fan 
without the value of the room temperature or 
time. 
 

B. User Analysis 
Table 1.  User Analysis 

No. User Task 
1. Human Use and control the 

application and system. 
 

C. Data and Communication Analysis 
This section will discuss the communication 

between users, systems and applications created as 
follows:  
Users used the system access the existing 
applications on the computer but before that, the 
user must choose the ports used by the 
microcontroller. If the ports are correct, the 
application will display the room temperature data 
were taken from the temperature sensor DHT22 
through the microcontroller.  
  

Mikrokontroler

Sensor Suhu 
DHT-22

Kipas AnginKomputerPengguna

Relay  
Figure 2. Overview of System Performance 

 
D. Flowchart 

Figure 3 described the process of application 
and detection system made as follows: 

To get started, a user is required to access an 
application then the user selects the ports that are 
connected to the microcontroller. If the user 
choose the right ports, then the application will 
display the temperature and humidity in the room, 
as well as time. 
For setting, if a user fills temperature limit, then 
the application will store it into a variable 
InputSuhu later then do timer settings. If the user 
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set the timer, then the application will save to a 
variable timer then activate the system. When the 
user activates the system by pressing an on button 
on the application, the system will run in 
accordance with the temperature and timer 
settings that have been done in the previous stage. 
If the temperature is not filled and the timer is not 
set by the user, then the system will automatically 
run the fan. By the time the user wants to turn off 
the system, then the user simply presses the off 
button available on the application, if not then the 
system will run continuously in accordance with 
the arrangements that have been made. 
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Figure 3. Application and Detection System Flowchart  

 
IV. DESIGN AND IMPLEMENTATION 
 
After conducting the analysis, the design of 

detection systems and applications is: 
 

A. Interface Design  

After doing analysis, the creation of 
application is made. Figure 4 shows the 
application interface. The design shows when a 
user has selected ports a microcontroller 
connected and has hit the refresh button, the user 
can fill in the normal temperature textbox as the 
room temperature limit. It aims to be switched on 
when the fan is above the normal temperature and 
will shut down if it is at normal temperature or 
below. Users can choose the time to turn on and 
turn off the fan. Besides that, the application will 
display the indoor temperature and humidity 
changed every second.  

 
Aplikasi Pendeteksi Suhu Ruangan

Port

Suhu Normal

Plih Port

Isi Input Suhu

Tombol 
Refresh

Timer On Timer Off

Timer Pilih Tanggal dan Jam

Suhu
created by : Cindi Rori

Tanggal

Jam

Nilai Kelembaban

Kelembaban:

Tombol On Tombol Off

Figure 4. Interface Design 
 

B. Database Design  
To keep the temperature and humidity values 

required a design database that described in this 
following Class Diagram:  

 

Mikrokontroler

+SerialPort()
+Value() : int

+Serial.Read() : int
+Serial.Available()
+Serial.print() : string
+digitalWrite()
+pinMode()

Sensor Suhu

+ValueOutput(): int

Relay

+on()
+off()

Aplikasi

+IOPort()
+LineReceived(): string

+OpenApplication()
+CloseApplication()
+InitializeComponent()
-comboBoxPort: void
-textBoxSuhu: void
-radioButtonTimer: void
-dateTimePickerTimer: void
-buttonRefresh: void
-buttonOn: void
-buttonOff: void
+Suhu: Int32
+InputSuhu:int
+Kelembaban: Int32
+WaktuSekarang: DateTime
+timer: DateTime

1 1

1

1

1
1

 
Figure 5. Class Diagram 

 
 

C. Hardware Design 
Applications will be connected to the 

microcontroller via USB so that the user can 
interact. As seen in Figure 6, pin 5v and gnd 
useful as a power of the microcontroller to the 
breadboard, henceforth connected to temperature 
sensors and relays. Pin 2 microcontroller 
connected to the relay will give the command on 
or off, while pin 3 microcontroller connected to 
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the temperature sensor will accept the values of 
temperature and humidity. Fan cable consists of 
two small wires. 1 cable is cut to go first to relay 
to then be connected to a power source. It is 
intended that the process of turning on and off the 
fan can be controlled by the relay. 
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Figure 6. Hardware  

 
The existing hardware circuit further 

implemented using various tools as follows: 
In the figure 7, all the components are inside the 
box. Sensor facing out of the box in order to test 
the air temperature easily. Fans used as a boaster 
tool is a laptop cooling fans. Connections between 
components using jumper cables through 
breadboard. Using breadboard facilitate cables 
jumper can be connected without the need for 
soldered and easily moved. USB cable from the 
microcontroller is made out of the same box with 
a USB fan cable connected to the relay so it is 
easy to connect to the computer. 
 

 
Figure 7. Control System Room Temperature 

 
V. TESTING AND RESULTS 

 
A. Application Testing 

After the application and hardware are 
connected, the system will be test if it is running 
well or not.  
The purpose of the application testing is done as 
follows: 
1. To check whether the system is made to detect 

the temperature of the room. 

2. To test whether the system can send the 
temperature value from the sensor to the 
microcontroller DHT22 

3. To determine whether the system can display 
temperature values that exist on the 
microcontroller in application. 

4. To ascertain whether the fan can function 
based on the temperature of the room. 

5. To ascertain whether the fan can function 
based on the specified time. 

6. To ascertain whether the fan can function 
without the value of the room temperature or 
time. 

7. To test whether the function of the system can 
only be accessed through an application. 

 
B. Criteria of Testing 

The criteria of testing for this application is: 
1. Application can be run when a right port is 

chosen. 
2. All the functions of the application is running 

properly. 
3. Controlling the fan runs fine on AC or DC 

current. 
 
C. Testing Case 
 Here are some testing cases and their result: 
 

Table 2. Communication and Relay Test  
No. Activity Result 
1. Choose the 

ports 
All ports are on 

2. Press the 
refresh button 

Value of temperature 
and humidity will be 

displayed 

3. Command turn 
on 

Fan on 

 
4. Command turn 

off 
Fan off 

 
Table 3. Time and Temperature Test   

No. Activity Result 
1. Command turn 

on after 
temperature 

Fan on and off based 
of temperature setting 
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No. Activity Result 
setting 

3. Command turn 
on after on 
time setting 

Fan on based of time 
setting 

4. Command turn 
on after off 
time setting 

Fan off based of time 
setting 

 
 

VI. CONCLUSIONS AND 
RECOMMENDATIONS 

 
A. Conclusions 
1. The system can switch on and off the fan 

automatically based on the room temperature 
and time setting. 

2. The system can display the temperature and 
humidity directly. 

3. The detection system and application are run 
well. 

 
B. Recommendations 

As for suggestions for the development of 
the system is: 
1. The use of other tools that can control the fan 

without using applications on the computer. 
2. Adding a tool to control the rotary speed of 

the fan. 
3. Making the system design more efficiently 

and  ergonomic 
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Abstract - Green house is a building where the cultivation of 
the plant by setting several categories that are inside to fit the 
needs of growth and development of cultivated plants. Green 
house made of glass or plastic. Green house become heat 
because the electromagnetic radiation coming from the sun 
warms plants, soil and other items in it. In the cultivation of 
crops, farmers must control the temperature level of the 
planting area by regulating the lighting in the room. Farmers 
also have to control the moisture level of the soil to support 
plant growth processes in order to grow properly. This causes 
farmers to be located directly on the spot and can not leave the 
area of cultivation in a long time, for example when traveling 
out of town. Short Message Service (SMS) is a short message 
service which is one of the features or services from a mobile 
phone, which is used for exchanging messages with others via 
text message. One of the SMS technology developed at this 
time is the SMS Gateway. After going through the stage of 
implementation, this application has been through the testing 
phase and it is known that the application is built to facilitate 
farmers for controlling the room temperature and soil 
moisture levels even though farmers are not on the planting 
area. 
Keywords - Green house, Short Message Service (SMS), SMS 
Gateway 

I.  BACKGROUND 
Green house is a building where the cultivation of the plant 
by setting several categories that are inside to fit the needs 
of growing and flower plants. Green house made of glass or 
plastic. Green house into heat because the electromagnetic 
radiation coming from the sun warms plants, soil and goods 
Other therein. 
Tomato plants are one of the plants that can be grow in 
a green house. To get a good fruit of the tomato plant, 
farmers must keep the temperature level of the planting area 
between 24º C until 28º C. Room temperature control can be 
done by adjust the lighting in the planting area. Besides 
keeping the temperature level, farmers must control the 
moisture level of the soil to support the growth of tomato 
plants in order to grow properly. This causes farmers to be 
located directly on the spot and can not leave the area of 
cultivation in a long time, for example when traveling out of 
town. 
Many farmers are using SMS services for supporting the 
activities of daily life. Short Message Service (SMS) is a 

short message service which is one of the features or 
services from a mobile phone, which is used for exchanging 
messages with others via text message. One of the SMS 
technology developed at this time is the 
SMS Gateway. According to Purnamasari (2010), 
SMS Gateway is an application that transforms the SMS 
from Mobile Equipment to a computer or laptop. SMS like 
features of cellular phone call, but there are different terms 
of features and functions that can be made based on 
business needs. 
Based on the description above, there is an opportunity to 
build an application for controlling green house with tomato 
plants based on SMS gateway  using a microcontroller that 
can facilitate farmers in controlling the rate at room 
temperature by adjusting the lighting in the room and 
control soil moisture levels by adjusting the watering of 
plants although farmers are not on the planting area. 

II. LITERATURE REVIEW 

A. Green house 
In making this application I use green house as a 
case study. Green house (green house) is a building where 
plants are cultivated. (Freeman, 1998). 

B. Temperature 
Surya (2006) explains that the temperature is a measure of 
heat coldness of an object. Temperature is proportional to 
the average kinetic energy of particles. The greater the 
average kinetic energy of the particle, the higher the 
temperature. 

C. Humidity 
Wijaya (2008) explains that humidity is a symptom or 
circumstances indicate the amount of water vapor. Humidity 
is strongly influenced by moisture and sunlight intensity. As 
the symptoms of other abiotic, the humidity is also very 
important for keterlangsungan living things. 

D. Tomato  
The word 'tomato' is a loan word that comes from the 
Indonesian language Astek tribe (one of the Indian 
tribes). 'Tomato' is derived from the word 'xitomate' or 
'xitotomate'. The information showed that tomato plants are 
not native to Indonesia (Pitojo 2005). 



E. SMS Gateway 
SMS Gateway is an application that transforms the SMS 
from the Mobile Equipment to a computer or laptop, SMS 
like features of cellular phone call, but there are differences 
in terms of features and functions that can be made based on 
business needs (Purnamasari 2010). 
 

F. Electronic Cicuits 
Electronic circuits are electrical circuits containing 
electronic components. For example, the detection system 
passing through the door, or even automatic plant watering 
system that works on the basis of the level of dryness 
growing media containing electronic circuit (kadir 2013) 

G. Microcontroller 
In making this application I use a 
microcontroller. According to Tooley (2008), the 
microcontroller is a small control devices (micro) that is 
designed specifically for applications of control and not for 
versatile applications 

H. Arduino Uno 
Kadir (2013) explains that, arduino uno is one of the 
products that are labeled arduino actually is an electronic 
board containing a microcontroller ATmega328 (a keeping 
that functionally acts like a computer 

I. Ethernet Shield 
Ethernet Shield is an NIC (Network Interphase 
Card) for arduino so that data can be sent or received from 
a network computer. This shield provides a library for 
developers that making it easier for programmers to create 
applications of real-time monitoring (Mandrani 2014). 

J. Hypertext Preprocessor (PHP) 
 In doing programming on the web, the author uses 

the Hypertext Preprocessor or PHP programming 
language. PHP is a script that is used to create a 
dynamic web page and the page to be displayed will be 
made at the time the page is requested (Anhar 2010 

K.  Development methodology 
Prototype model begins by gathering user 

requirements for the software to be created. Then it made 
a prototype so that the user has a view on the software to be 
built. 

III. ANALYSIS 

A. Preliminary Analysis 
At this stage, conducted interviews and based on 

interviews with farmers and a lecturer in the faculty of 
agriculture, it is known that by using green house we can 
minimize the damage to the plant, because not all plants 
need direct light from the sun. Such as nurseries, some 
plants have to be on guard so as not exposed to direct 

sunlight. As for some specific standards in making green 
house, such as the size of the building should be large 
because in the green house are many tools or materials used 
in supporting the needs of the plant. They are: security 
(paranet) to avoid pests. Supply plenty of water and lighting 
in green house, the existence of a plant nursery, storage, 
processing a nursery, and planting soil after seeding. 

From interviews can be concluded that by growing 
tomato plants in the green house, the farmer must maintain 
the existing level diruangan temperature by regulating the 
lighting in the room. Farmers also have to keep the soil 
moisture level by regulating the watering process of 
planting area. 

 
Requirement Specification 

1. Applications can control the room temperature by 
regulating the lighting in the room. 

2. Applications can control the soil moisture level by 
regulating the process of watering the tomato 
plants. 

3. Applications can automatically provide warnings 
about the values of temperature and soil moisture 
which has passed through the prescribed limit. 

4. Users get information on how to use the 
application. 

5. Applications can provide information about the 
state of green house such as how many lights are 
on or how much the value of temperature and 
humidity. 

6. Applications can display the history data from the 
sensor. 
. 

B. User Analysis 
 

Table 1. user analysis 

No. User Task 

1. Farmer Use and provide input to the 
application used. 

C. Data and Communication Analysis 
At this stage it will conduct an analysis of the data 

entered, output and data communications that occur in it. As 
for the output of data entered and received by applications 
and users as well as existing data communications can be 
viewed through the following process image. 

 
 
 
 



 
 
 
 
 
 

 
 
 

 
 

 
 
 
 
 
 

Figure 1.  System work flow dia

D. Flowchart 
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IV. DESIGN AND IMPL
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A. Software  implementation 
 Software design objectives 

temperature and humidity levels in 
house via mobile phone using SMS service.
is done for a microcontroller, d
and history onthe web, and SMS gateway u
controlling green house, the instructions g
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V. TESTING AND

A. Testing 
The purposes of testing in general a

1. Ensure all the needs that 
the analysis phase have bee

2. Ensuring that data com
between applications with 
running as designed. 

3. Can test whether an electro
be controlled to function i
is expected. 

4. Users can define the maxim
of temperature and soil mo

5. Destination phone number
determined by the user. 

6. Users can find out how the
7. Applications can provide w

of temperature and soil mo
through the prescribed limi

8. Users can determine the n
along with the value o
moisture in the green hous

9. Applications can execute c
10. Users can see the changes

moisture values in the web

 

B. Testing Criteria 
 

Here are the criteria in the test: 

1. Applications can be ex
phone connected to the net

2. All functions of the a
expected. 

3. Powered 
computer, mobile phone, m
use, installation of w
installations. 
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C. Testing  case and its result 
For the test case consists of a few cases, the result 

displayed on right column: 
 

 

Table 2. Data Communication test and result 
No. Action Result 
1. Command turn on the 

lights 
Lights on 

2. Command turned off the 
lights 

Lights off 

3. Command opens a water 
pipe 

water pipes open 

4. The microcontroller's 
response to the SMS 
users 

Users receive SMS 
newest state 

 
 

Table 3.  Notification test and result 
No. Action Result 
1. Sensor over the 

limit values 
specified 

system sends notification 
to thespecified mobile phone 

number 

2. Sensor berada pada 
nilai normal 

The system does not send 
notifications 

 
 
 

Table 4. Application respon (web based) 
No. Action Result 
1. Displays progress 

graphs of temperature 
sensors. 

Development graph 
temperature values 
displayed reasonably well 

2. Displays progress 
graphs soil moisture 
sensor. 

The development chart 
humidity values displayed 
reasonably well 

3. Featuring a standard 
value application usage 

The development chart 
humidity values displayed 
reasonably well 

4. Provide a phone 
number and the 
arrangement features a 
standard temperature 

User managed to change 
the destination number and 
standard temperature and 
humidity 

No. Action Result 
and humidity 

5. Providing automation 
configuration system 
works 

Users can change the 
default workflow 
automation system 

 

 

VI. CONCLUSIONS AND SUGGESTION 

A.  Conclusion 
1. This study has built a system of monitoring and control 

on tomato plants that can run well. 
2. The data communication between sensor, web 

applications and commands via sms can integrate well. 
3. The historical data of web applications can help 

farmers in their tomato plants to monitor the situation 
from distance. 

B.  Suggestion 
Here are suggestions for the future development of the 
system: 
1. Undertake research to a wider area of the plant and 
determine the exact position of the sensor. 
2. Adding a prediction system for every season as the 
recommendation for farmers. 
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Abstract - Data modeling is a process of findi
set of data in a process of the system , in this st
out modeling of system data and dynamic mult
Multi Input Multi Output (MIMO). MIMO da
from a process in the system Waste heat boiler
requires a series of data that illustrates the pro
the waste heat boiler system. Data needed in 
output pairs of processes that occur. System
consists of several stages, namely the collectio
data, the determination of the structure o
selection method used and perform the valida
have been produced. One method used is th
Neuron algorithm working with  delta-rules al
above method produced four pieces of model a
heat boiler process, the outcomes are the form
the best performance besed on the AARE,
respectively: 0.3434, 0.0042 and -0.2232. 

Keywords— Data Modeling, Waste Hea
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I.  INTRODUCTION  
Data modeling is a process of finding a model fro
process of the system, in this study will be car
of system data and dynamic multivariable
Input Multi Output (MIMO). MIMO types o
be taken from a series of data on the proces
large-scale plant. In this study will be used
Heat Boiler system. Waste heat boiler syste
part of an industry, and relates also 
performance of a mill. Utilization boiler fun
and efficiently needs to be done to save or op
costs. The process of calculating the perform
is very risky if done in a state of operation (o
the calculation is usually done in the
simulation, of course, by lowering o
boiler beforehand. 
Waste heat boiler (WHB) is a complex and
one approach to find a model of a comp
identify in a black box. Application of this 
series of black box data that reflects or giv
how the performance or processes tha
system's waste heat boiler, usually require th
of input-output pairs of processes that occur.
Process Modeling system has several steps 
to achieve the desired model of the system 
experiments, the determination of the struct
the selection method used for the structure
final part of the models that have been produ
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III. DESIGN AND ANALYSIS 
This research will be carried out modeling
system that has multiple input and multiple o
order to obtain a model of the system. As fo
modeled is the Waste Heat Boiler (WHB) 

Fig. 2. Preocess diagram of waste heat 
 

With the state of  the system above was ta
points with the input point as much 
namely: fuel gas (the rate of fuel), exha
gas), boil feed water (rate BFW 
desuperheater (rate BFW desuperheater) an
taken five points, namely: the vapor pres
steam, steam temperature, level HP drum 
chamber temperatures. The data is taken fro
of plant operation as many as 50,000 reco
period of each of data a second, a tota
measuring point. 

A. Model Selection 

Modeling the many variables 
the multivariable ARX WHB then selected
model equations are formulated with four
outputs with the general equation as follows:1 1  

 

 

 

ed errors smallest 
 expressed by:                             (3) 

g of the data of a 
output (MIMO), in 
or the system to be 

 

boiler  

aken measurement 
as four points, 
aust gas (exhaust 

toHP drum), 
nd as the output is 
ssure, the rate of 
 and combustion 
om historical data 
ords, with the time 
al of nine points 

that affect 
d, in this case the 
r inputs and five 
: 

                       (4) 

Formulation four  inputs and  fi 1 1 24 1 5 1  2 1 3 1
Thus,    1 1  2                 3 1 4                  5 1 1 
               2 1  3                 4 1              

                     

where A 1 and B 1 is a matrix th
estimated, A 1 with size [5 x 5] 
the total estimated parameters s

Then multivariable ARX struct
make up Adaptive Linear Neu
the number of inputs to the 
pieces can be seen in Fig. 2. 

 

B.  Model  Estimation 

The estimation process is don
Linear Neuron. The system i
neuron model as shown in Fig. 

 

Fig. 3. Adaptive li
 

With a common form Adaline n  ∑           

Where,  is input adaline input
pair of data input and output (u

x =  [y1 y2 y3 y

five outputs: 1   3 1 1 14 1                    (5)                

2 11   1  1   

                                             (6) 

hat contains the parameters to be 
and B1 with size [5 x 4], so that 

size [5 x 9]. 

ture is brought into forms that 
uron five output neurons states, 

neurons respectively are nine 

e by using algorithms Adaptive 
s assumed to order one, with 
3. 

 
inear neuron WHB 

neuron equation: 

                                             (7) 

t and  is weight, in this case a 
, y). 

y4 y5 u1 u2 u3 u4] 



w =  [w1 w2 w3 w4 w5 w6 w7 w8 

 

so that the equation becomes:    1 1  2 2 3 3  4 4           5 5 6 1  7 2            8 3  9 4                                  
 

Then with regard  (8) and (6), then the equati
output Adaline, can be simplified into: 

     , 1 1 1  , 2 2                       , 3 3 1  , 4 4                      , 5 5 1 , 6 1                          , 7 2 1 , 8 3                          , 9 4 1                          
Then, there is the renewal of all weights are
the renewal mechanism Widrow–hoff wei
equation becomes: 

    
                                                                   

 

Where : n symbolizes n-th output neurons. 

Thus the output of Adaline neurons in the p
five outputs, where the form was develop
standard form that has only one output. Th
learning process using Widrow-hoff, mechan
value of  η  for all output neurons. So as to d
of MSE learning to use the equation:    ∑                                
This situation reflects that the WHB sy
interrelated with each other, according to cir
real plan. 

 

IV. SIMLATION RESULTS AND ANA

In this study, the learning process is perfor
consisting of 50,000 input-output data, whi
stages. In the first study conducted on the 1 
350,000 iterations epoch. The epoch of 350
four sets of weights at a certain epoch to ep
models estimated. In the second stage, the fo
been obtained in the first stage is validated
that is not included in the learning process 
data). Then the model will be seen the
characteristics of each, the next of the fou

w9] T 

 2  

                       (8) 

ion for the fifth 

2 1  4 111                                    (9) 

e performed using 
ight with a new 

      
                 (10) 

present study, has 
ped from Adaline 
hus related to the 

nisms, then use the 
determine the value 

                        (11) 

ystem has output 
rcumstances on the 

ALYSIS 
rmed on a data set 
ich is done in two 
s / d 40,000, with 

0,000, have been 
poch-produce four 

our models that has 
d with 10,000 data 
at first stage(fresh 

e capabilities and 
ur models will be 

selected Where the result is s
model of waste heat boiler sy
analysis of research conducted 

 

A.  The Result of the Model  
The following are the result o
algorithm process  : 

Fig. 4.  Mod

Fig. 5. Mod

set to be the best for the final 
ystem. Here are the results and 

of the models base on  Adaline 

 
del 01 testing 
 

 
del 02 testing 
 



Fig. 6. Model 03 testing 
 
 

Fig. 7. Model 04 testing 
 

B.  Model Results and Comparisons  
The following will be displayed the compa
models based on : AARE, NRMSE, and 
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the real system WHB in the field. 

 

 

arisons of the four 
NMBE [9]. Then 
choose one model 

ding to the state of 

Fig. 8. AARE

Fig. 9. NRMS

Fig. 10. NMB

 
E Comparison 
 
 

 
SE Comparison 
 
 

 
BE Comparison 



 
 

From three types of comparison above shows the model 01 
and the model 04 has better performance than both of the 
model 02 and the model 03. If the average is taken of each 
model to be compared, it can be seen in Table IV.1, that the 
model 04 have a lower value then the other models. 

 

TABLE I.  MODEL 01 – 04 PERFORMANCES 

MODEL AARE NRMSE NMBE 

Model 01 0,3988 0,004874 -0,19702 

Model 02 0,8641 0,010603 -0,40841 

Model 03 0,6946 0,008535 -0,42328 

Model 04 0,3435 0,004161 -0,22322 

 

With the error calculation shown above,  all models have a 
good  performance, but in this section we will choose which 
one will be represent from four models, so the model 04 is 
considered the most representative to reflect the performance 
of  the system WHB in the field based on the small AARE and 
NRMSEl, with NMBE value is  -0.2232 which is also smaller 
than other models. 

 

V. CONCLUTION 

The  research that has been done can be drawn some of the 
conclusions: 

The learning process can be done by Adaline and can 
recognize the pattern of input-output data are given, so that the 
weight of learning outcomes can be used to get 4 pieces model 
of the system, with the results of the four models based on 
AARE NRMSE and NMBE which has a validation value as 
shown in Table I , 

The model 04 is a model that has the smallest error value 
compared with other  models. 

 

VI. FUTURE WORKS 
From this research, it can be suggested some future works  as 
follows: 

Build a model with WHB transient data sets, which can be 
seen in the response time of the system start up. 

The network structure can be developed by using Generalized 
Adaline to accelerate convergence when identifying and 
modeling in online modeling process. 
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Abstract—High Altitude Platform Station (HAPS) is one of 
a new infrastructure in telecommunication, which is like 
airship or aircraft that is placed on the stratosphere. The 
distance of platform is about 17-22 km from the earth's 
surface. However, in its application HAPS that placed on 
the stratosphere layer of air is affected by the wind gusting. 
Position HAPS can change from the normal state that is 
called Platform Displacement. In this research discuss about 
platform displacement impact that experienced by the 
mobile station (MS) during the handover (HO) process. 
User is mobile WiMAX user who is using VoIP 
communications services. Performance of the system is 
calculated by some parameters value, there are throughput, 
data dropped, and HO (handover) delay. System will be 
simulated using simulator OPNET Modeler 14.5. In the 
simulation results can be seen the influence of platform 
displacement and speed of the user. When platform moves 
to the higher altitude will increase the area of cells coverage 
so that each cell can interfere its neighbor cells, especially in 
the transition region where MS do HO process. This 
condition can disturb HO process and increase data 
dropped during HO process. 

Keywords—HAPS displacement, MS velocity, throughput, 
data dropped, delay HO. 
 
 

I. INTRODUCTION 

High Altitude Platform Station (HAPS) is a novel 
wireless infrastructure. It could be the solution for the 
problem that is faced by an existing wireless 
infrastructure [1]. Expensive operating cost, capacity, 
coverage, power consumption, and link budget, are the 
most common problems in terrestrial tower-based and 
satellite system. HAPS is proposed to overcome those 
common problem and at the same time is expected to be 
the complimentary wireless system. HAPS is placed in 
the stratospheric layer about 17 – 22 km above the 
ground [2]. By this position, HAPS will remain stay at 
their original position. Wind is expected to be calm and 
therefore HAPS displacement is not significant. In 
general, the movement of HAPs can be divided into three 
kinds. Those are vertical movement (up and down), 
horizontal (sideways) and tilt (inclination). HAPS 
displacement will cause adverse effects to the system 
performance [3]. 

On the other hand, we are now witnessing the 
progress of broadband technologies development. 
WiMAX is one of the kinds.  WiMAX is able to provide 
many kinds of services such as VoIP, data, and 

multimedia services. However, WiMAX is initially 
developed for terrestrial tower-based wireless system. 
The system specification in WiMAX was designed to 
comply with the channel characteristic for such a system. 
In case of HAPS, WiMAX system specification needs to 
be re-evaluated again given that HAPS channel and 
geometry is not the same with terrestrial tower-based 
system. 

One of many emerging problems for WiMAX to be 
deployed in HAPS system is become our concern. 
Handover performance of WiMAX’s user inside HAPS 
system is evaluated in this contribution. There are some 
studies related to HO of the user in WiMAX system [4]-
[6]. Additionally, we investigated effect of platform 
displacement to the performance of HO [3]. Due to 
HAPS affected by natural conditions, one of which is the 
movement of the wind, it can change the position of 
HAPS. The position’s change will affect the performance 
of the system. In the simulation we use OPNET Modeler 
14.5. This simulator gives a more full featured and easy 
to set the parameters have to be simulated, such as the 
parameters of HAPS, WiMAX technology and HO 
parameters as well as the MS movement trajectory. In the 
simulation we observe and analyze the platform 
displacement impact for the performance of HO WiMAX 
systems. System used is a WiMAX mobile 
communication system are conditioned in a state where 
the MS moves with a certain speed and pass some cells 
resulting in handover. 

The rest of the paper is as follows. In Section II, we 
explain system model and architecture of HAPS and 
WiMAX. Section III presents simulation result and 
discussion. Finally, we conclude our result in Section IV. 
 
 

II. SYSTEM MODEL 

HAPS can serve a large coverage and large capacity, 
capable to deliver services to both areas with dense 
populations (urban), medium (suburban), or rarely (rural) 
and even to remote areas (remote). Another advantage of 
the opportunities for HAPS is increased performance 
telecommunications networks that quality 
telecommunications services will go up, by combining 
terrestrial advantages in terms of capacity as well as 
advantages in terms of the ability of satellite coverage. 

The most common problem of transmitting high-
speed data such as in WiMAX system is a multipath  



 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  HAPS system model for WiMAX application. 
 
propagation. There are many works have been done to 
characterize multipath behaviour of the satellite or 
terrestrial wireless channel. When WiMAX is going to be 
delivered through HAPs channel, the characterization of 
its channel should be firstly evaluated. In the case of 
HAPs, mobile users which are located within the 
coverage will have their own elevation angle to look at 
the HAPs. Therefore, they may have a LOS or NLOS 
situation relative to HAPs position depending on their 
elevation angle. Consequently, the contribution of 
multipath problem will vary from case to case with 
respect to mobile user position relative to the HAPs. In 
this contribution multipath behaviour experienced by 
HAPs communication channel is described using an 
experimental data. 

Fig. 1 shows the system model of WiMAX’s user 
communicating through HAPS system. HAPS is assumed 
to have many small beams inside the coverage. The size 
of each beam is not the same. In the nadir, size of beam is 
samaller than edge beam. This model is designed to 
approach the realistic model of HAPS antenna beam. In 
general, HAPS network modeling in this paper is divided 
into several parts. Those are MS segment (WiMAX MS 
device), ground segment (server, internet), and the 
segment sky (HAPS network). 

In the case of HAPS encounters displacement due to 
the gravitational effect and wind, in Fig. 2 we show the 
model that is developed in the OPNET simulation 
environment. In the figure we show the topology of the 
ground segment to be simulated. The simulation will be 
given an observation area consisting of 5 cells, with each 
cell diameter is 7 km. The cell is placed right below the 
platform so that the cells formed are cell nadir and tier-1 
cells. As seen in the figure, cell number 1 is a temporary 
nadir while cell number 2, cell number 3, cell number 4 
and cell number 5 is a tier-1 cells. 

Handover process scenario is designed to put the MS 
observations outside the cell, while the mobility of the 
serving cell and the target cell based mobility trajectory 
or path specified. MS will pass 2 target cells for the 
purpose of the creation process of handover. The 
simulation scenario is described in two parts, first MS 
movement modeling and platform movement modeling. 

MS movement across 3 cells so MS will have 2 times 
HO process. MS moves to follow the trajectory. The 
movement of MS at the time of the platform has not 
experienced a change in position (displacement). In this 
condition, the MS trajectory crosses right in the middle of  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Topology of the ground segment developed using OPNET 
Modeler 14.5. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Vertical movent of HAPS. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Horizontal movent of HAPS. 
 
the cell. For the study, will be scripted MS moving at 50 
Km/h, 80 km/h, 120 km/h and 200 Km/h. Movement 
modeling of the platform in this research is the vertical 
movement that consists of up and down, next to the 
horizontal movement of the platform shift to the west and 
to the east. 

Vertical movement as described in Fig. 3 is the 
movement in which the position of HAPs move up or 
down. Scenario is simulated by changing the height of 
HAPS. Based on ITU, vertical movement of HAPS 
allowed is ± 700 meters far. Movement of the platform is 
simulated for a 700 meter vertical movement up or down. 
In this simulation, the height of HAPS before 
displacement is 20 km at the time of HAPS move further 
upwards, a position HAPs HAPs 20.7 km while moving 
downward, the position of HAPs to 19.3 km. 

Horizontal movement is a movement in which the 
position of HAPS shifted to west and east. Scenario is 
simulated by changing the position of HAPS to the west  



 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  WiMAX Attributes. 
 
 
or east manually by changing the position coordinates of 
HAPs. Based on ITU, horizontal movement of HAPS 
allowed is ± 400 meters. 

Movement of the platform is simulated for the 
horizontal movement of 400 meters to the west or to the 
east. In this simulation, a height of 20 km HAPS is 
assumed to be fixed, but the position of HAPs only shifted 
course to the west or to the east. This is called as a HAPS 
horizontal displacement. It is depicted in Fig. 4. The beam 
is shifted west and east but the size and shape are 
constant. 

As was explained earlier that the HAPS platform 
replacement for BS is placed in the stratosphere. In this 
simulation, the platform has a multi-antenna, each 
antenna generating the cell with a diameter of 7 km. On 
condition that the platform shifted to the west or to the 
east simulated by changing the position of the antenna 
400 meters to the west or to the east. In addition, there 
are several parameters that need to be adjusted about 
frequency band, transmitter power and antenna gain. 
Frequencies used for communication HAPS, 3.5 GHz, 
that frequency is allocated for terrestrial communications, 
as big as 47 dBi antenna gain and transmitter power of 5 
Watts. 

IEEE 802.16e system parameters are set via the 
existing components or nodes used. Not all of the 
parameters available in the simulation so that additional 
parameters need to be made in the network to covering 
the services to be provided by the IEEE 802.16e system, 
types of service classes, and traffic services. The main 
components of general network setting are WiMAX 
attributes and profiles attributes, which in this paper the 
value of attributes are described in Fig. 3 and 4 
respectively.  

Some parameters for HO process is shown in Figure 4. 
Scanning threshold value is 27 dB, which means that MS 
will start the process of scanning and sending a message 
MOB-SCN-REQ when it detects signal strength serving 
sel 27 dB. Next up is the HO threshold hysteresis value is 
0.4 dB, which means that MS will make a decision when  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4  Profiles Attributes. 
 
 
the value HO hysteresis (difference in signal strength 
serving sel and target sel) 0.4 dB. 
 
 

III. SIMULATION RESULT 

For mobile users who use the service, HO is an important 
part of sustainability communications, such as HO 
procedure that runs too slow to interfere with the 
transmission of data services that are being served. As 
has been explained previously that MS moves across 3 
cells and do 2 times of HO. Thus, there are 2 times for 
measurement the value of throughput, data dropped, and   
delay HO for 2 speed scenario, for medium-speed 
vehicles which is 50 km/h and 80 km/h and to high 
vehicular speed are 120 km/h and 200 km/h. 
 
A. Throughput Simulation Result 

In this paper, throughput are all data traffic (bits / second) 
were successfully received and forwarded to the above by 
the WiMAX MAC layer. Throughput simulation results 
can be seen in Table I. If we see, the impact of platform 
displacement changes the value of throughput randomly. 
This means that HAPS displacement does not 
significantly affect for throughput rate changes. This 
means that platform displacement does not give any 
impact to the signal strength and the error rate. 

If we analyze from speed changes, when MS moves 
medium vehicular speed in 50 km/h and 80 km/h, the 
connection still in stability for MS to access data, so the 
resulting throughput is still higher than the MS that 
moves with high vehicular speed. Throughput on high 
vehicular speed down significantly, because MS 
decreases of gain (signal distortion). 

 
B. Data Dropped Simulation Result 

In this research, the value of data dropped is calculated 
from how much data traffic in the high layer drop by the 
WiMAX MAC MS that caused the buffer is overflow.  



 

TABLE I THROUGHPUT SIMULATION RESULT. 
 

Platform 
Movement 

MS Velocity 
(Km/jam) 

Throughput HO1 
(bits/second) 

Throughput HO_2 
(bits/second) 

West  50  49.400  24.600
80  16.400  22.000

120  100  100
200  74  72

East  50  43.000  49.100
80  18.400  8.750

120  98  100
200  74  74

Up  50  36.000  35.640
80  18.287  9.200

120  100  120
200  74  73

Dowm  50  41.500  34.000
80  13.900  18.700

120  100  100
200  71  73

 
 
The amount of the supplied buffer is 64 KB. In the Table 
II, data dropped value is the highest among all the 
existing value is when the platform moves up and MS 
moves with a speed of 80 Km/h. Based on the table, 
when the position HAPS moves up and user moves with 
80 km/h has the highest value of the data dropped. This is 
due to the possibility of interference from other cells 
during the process of HO. 

When HAPS moves up, each coverage of each cell 
will be projected larger than normal cells. In this case the 
value of SNR has possibility to interfere other cells. in 
this case, MS detects neighbor cell has same level of 
SNR as criteria HO so MS detect yhe other cell as target 
cell and establish a connection with the exchange of 
information during HO process. This causes MS will 
receive data sent from two cells at the same time, from 
other cell and target cells. Therefore, MS received much 
data and there are possibility errors of received data then 
MS will drop it. 

Based on Table II it can be seen that when HAPS 
moved up and user moved on 80 km/h, the value of the 
data dropped is the highest one. This is due to the 
possibility of interference from other cells during the 
process of HO. At the time of HAPS move up, then the 
coverage of each cell will be projected larger than normal 
cells. This not only happens when the MS moves at a 
speed of 80 Km/h and during the process of HO-1, but 
can also occur in the HO-2 or even both of them. During 
retrieval of simulation results, when MS moves with a 
speed of 120 Km/h, MS also has the possibility has same 
condition. 

 
C. HO Delay Simulation Result 

HO delay is calculated from the time when MS sends 
MOB_MSHO-REQ message that aims to begin the 
process of intial ranging stages of HO until the MS is 
ready to connect to the destination cell. During HO 
process, time is an important process that is also taken 
into account. To support real-time services, eg VoIP 
applications, HO delay allowed is less than 50 ms. 
HO delay calculation has been summarized into Table III. 
It can be seen that, in 4 different positions HAPS, almost 
HO delay is measured still allowed for VoIP service’s. 

TABLE II  DATA DROPPED SIMULATION RESULT. 
 

Platform
Movement 

MS Velocity 
(Km/jam) 

Data Dropped 
HO_1 (bps) 

Data Dropped 
HO_2 (bps) 

West 50 150 150 
80 260 260 

120 360 360 
200 600 400 

East 50 160 160 
80 240 240 

120 400 300 
200 600 600 

Up 50 150 150 
80 17.500 240 

120 500 400 
200 600 600 

Down 50 150 150 
80 240 160 

120 450 340 
200 600 600 

 
 
 

TABLE III  HO DELAY SIMULATION RESULT. 
 

Platform
Movement 

MS Velocity
(Km/jam) 

Delay HO_1 
(second) 

Delay HO_2 
(second) 

West 50 0.035  0.035
80 0.035  0.03

120 0.03  0.03
200 0.03  0.03

East 50 0.03  0.03
80 0.035  0.03

120 0.03  0.25
200 0.03  0.03

Up 50 0.03  0.03
80 ‐  0.025

120 0.035  0.035
200 0.03  0.03

Down 50 0.03  0.03
80 0.025  0.03

120 0.025  0.025
200 0.03  0.03

 
 

HO delay. Except when the position of platform 
moved up and MS moved on speed of 80 km/hour. It can 
be seen that, the value of the HO delay is not detected. 
This is due to an error that occurred during the HO 
process, the interference from other cells. 

This error resulted in the calculation of the time 
required to perform the HO MS is not detected by the 
system. This not only happens when the MS moves at a 
speed of 80 km/h and during the process of HO-1 only, 
but can also occur in the HO-2 or even both of them and 
also not only on the value of the velocity alone. During 
retrieval of simulation results, when MS moves with a 
speed of 120 km/h, MS also has the possibility to get HO 
process failure. 
 
 

IV. CONCLUSION 

We have evaluated and simulated HAPS system to 
determine the effect of HAPS displacement for 
WiMAX’s user during HO process. User moves with 
several speed such as 50 km/h, 80 km/h, 120 km/h and 
200 km/h and cross 2 target cells so that there will be 2 
times of HO process. The results presented are the results 



 

of some simulation process and we take the average value 
to show there. 

Of the research found that the platform displacement 
have an impact on the performance of HO, especially in 
data dropped and handover delay. When MS moves with 
80 km/h and platform position changes with altitude 20.7 
km, MS detect any interference during HO process, so 
that increasing the value of data dropped and the HO 
process is also interrupted. 
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Abstract—In the future, Community Health Center 

(PUSKESMAS) spread throughout Indonesia is expected to play 

an important role in improving public health. Currently, the 

government still has obstacles in monitoring the readiness level of 

PUSKESMAS service and conditions. This research is aimed at 

creating a prototype, web-based geographic information system 

(WEBGIS) with the polygon method. This application is used as 

PUSKESMAS monitoring apps at the district level. Monitoring 

conditions include the availability of health workers, medical 

equipment standards, the PUSKESMAS kind and type, 

PUSKESMAS building conditions, as well as the spread of 

disease. This application is named SIGAPNAS (Sistem Informasi 

Geografis PUSKESMAS Nasional); a prototype of this 

application is an earlier prototype development that is expected 

to assist the public in seeking PUSKESMAS information. This 

application can also help the government in monitoring the 

development and levels of PUSKESMAS and the spread of a 

disease in an area. SIGAPNAS is expected to help the 

government succeed in national health programs through 

information technology. 

Keywords—PUSKESMAS; Polygon; SIGAPNAS; WEBGIS 

I.  INTRODUCTION 

The government is currently developing a public health 
insurance program, providing health services for Indonesian 
citizens. Through the social security agency called Badan 
Penyelenggara Jaminan Sosial (BPJS) Kesehatan [1] 
authorities are trying to improve citizens‟ lives by providing 
health insurance. However, the implementation process 
encountered several obstacles, including hospital capacity and 
capability in providing health services, especially for 
hospitalization. Those problems can actually be solved by 
optimizing PUSKESMAS‟ role and facilities to support of 
health care. It became the main motivation for developing 
SIGAPNAS application, to optimize the role of PUSKESMAS 
with the aid of a Web-based Geographic Information System 
(WebGIS). Information technology could facilitate citizen to 
obtain information and help the government to monitor the 
level of readiness and state of health services in PUSKESMAS. 

The use of web-based GIS has been developed in many 
applications, such as web services for geographic information 
systems [2], web GIS server solutions using open-source 
software [3], web GIS solution and 3D visualization towards 
sustainability of Georgetown as world heritage site [4], and 
development of mHealth for public health information 
collection, with GIS, using private cloud [5]. 

PUSKESMAS is one of the government-owned health 
facilities [6][7] spread out in every district throughout 
Indonesia. But  However, today people still have difficulties in 
finding information about PUSKESMAS and communities still 
choose the hospital because they think PUSKESMAS are not 
adequately prepared to provide health service standards, such 
as in the availability of medical personnel, equipment, facilities 
for inpatient and emergency facility. On the other hand the 
government also encountered obstacles in promoting 
PUSKESMAS as one of the spearheads of health services. The 
government either has not been able to develop and monitor 
relevant health centers optimally, as well as the readiness of 
health services in PUSKESMAS. Those problems have 
inspired SIGAPNAS application development. 

This application aims to provide information for 
community, such as the location of PUSKESMAS, health 
personnel availability, completeness of medical devices, and 
health programs enrolled by PUSKESMAS. In terms of local 
government, this application is expected to monitor condition, 
completeness, and the preparedness level of PUSKESMAS in 
providing health services. The Government could implement 
PUSKESMAS sustainable development by monitoring type 
and category of PUSKESMAS that shows readiness to provide 
inpatient services and emergency care. Governments can also 
monitor number of health personnel availability and 
completeness of medical devices. 

SIGAPNAS prototypes were made in the scope of the 
districts with the purpose of facilitating the monitoring by 
using mapping feature. The method used in this study is a 
polygon WebGIS. This system uses water fall methodology 
[8]. This paper is organized as follows. Section II describes the 



 

 

features and the function of SIGAPNAS. Section III describes 
the design of polygon WEBGIS . Section IV is about the result 
and the discussion. Finally, section VI concludes the paper. 

II. FEATURES AND THE FUNCTION OF SIGAPNAS 

 

SIGAPNAS WebGIS application has functions for 
providing information and monitoring the availability of health 
workers, the type of clinic, disease, and the condition of the 
PUSKESMAS‟s building. Figure 1 shows the diagram of 
SIGAPNAS functions. 

 
Figure 1. SIGAPNAS Functions Diagram 

WebGIS that has been developed was based on map 
polygon to define the area at the district level. In the previous 
stage dot based mark on each PUSKESMAS on WebGIS was 
in use [9]. Polygon method is used to mark area districts in 
WebGIS. It is easier for people and governments to get the 
picture about the level of preparedness and PUSKESMAS 
services located in a certain district area. Usually one district 
consists of several PUSKESMAS. 

In addition, this application is also equipped with a 
PUSKESMAS searching feature and route guidance towards 
PUSKESMAS from the center of the crowd. This application 
could be updated by each PUSKESMAS and could be 
monitored by the authorities. 

III. DESIGN OF POLYGON WEBGIS 

A. Functions 

In the first stage development of polygon-based WebGIS 

was done by searching and selecting sub district area on 

google maps. Figure 2. Shows districts area selection. For 

example, the selected district is Batununggal district. 

 

Figure 2. Batununggal District 

Next step, determine district boundary points of the shaded 

area and retrieve the coordinates by capturing the coordinates 

to form a polygon area in accordance with district area. The 

more coordinates samples taken, the better forms of polygons 

formed. Figure 3 shows the method of determining and taking 

the coordinates to form a polygon of Batununggal district. 

 

 
 

 
 

Figure 3. Batununggal district coordinates sampling  

 

The results of the determination of Batununggal districts 

polygon coordinates can be seen in Table 1. There are 20 

coordinates points taken to form a polygon of Batununggal 

district for webGIS. SIGAPNAS application uses the city of 

Bandung which has 73 PUSKESMAS spread across 30 

districts, as prototype. Information data of PUSKESMAS 

taken from survey results and the experimental data did not 

depict the actual data. One district can consist of several 

PUSKESMAS. In the application of this SIGAPNAS webGIS 

information can be seen based on PUSKESMAS or district 

levels. 



 

 

Table 1. Polygon Coordinate 

 

After getting all of Batununggal district coordinates point, 

to form a polygon area on google maps, the entire coordinates 

are combined and incorporated into the google map code. 

Figure 4 shows the code for google map polygons of the set 

coordinates. 

 

 
Figure 4. Google map Polygon Code. 

 

The results of the polygon code on google map are shaded 

areas of Batununggal district as shown in Figure 5. The area of 

the polygon can be set and linked to the database on the server 

to display the information as needed. 

 

 

Figure 5. Polygon map kecematan batununggal 

One of the polygon features on the webGIS SIGAPNAS 

map shows the fulfillment of medical personnel and 

equipment availability standard. Polygon colors will change 

according to the fulfillment of standards in every 

PUSKESMAS that is located in a district. Figure 6 addressing 

code is used to change the color of the polygon area in 

accordance with the set of standards limit. 

The green color indicates that each PUSKESMAS in the 

district already meets meet the set of standards limit. Yellow 

of the polygon shows that PUSKESMAS have met 50% of 

minimum standard, while the red color indicates that one or 

more PUSKESMAS do not meet standards or less than 50%. 

The following is a standard formula applied to the polygon 

area: 

 

Calculation of Standard Limits for districts 

x = standard limits 

n = number of variables 

Green  each n / x at PUSKESMAS in districts = 100% 

Yellow  100% > each n / x at PUSKESMAS in the districts    

of>50% 

Red  each n / x at PUSKESMAS in districts <50% 
 

 

Figure 6. Polygon Coloring Code 

 In the SIGAPNAS prototype, webGIS polygon can display 
data in the form of a dialog that appears when district polygon 
is accessed. To access the dialogue, showArrays and event 
listener functions should be used. 

1. Creating an event listener 'click' on each district area 
polygon. 

Event listener 'click' can be added to the function area / 
polygon. The word „click‟ is taken as to enable event 
listener to access the polygon, so that each cursor action 
'click' could be responded. Figure 7 shows the code for the 
event listener function. After providing the function 'click', 
the next function is to call additional functions for 
displaying data, namely the show Arrays function. 



 

 

 

Figure 7.  Event Listener Code Function 

 
2. Creating show Arrays function 

Show Arrays function (event) has a function to retrieve 
JavaScriptObject Notation (JSON) data from the server to 
be displayed in the form of a dialogue in every area of the 
polygons. JSON datais already available on the server. 
Consequently, show Arrays function is aimed for displays 
only. Figure 8 shows the syntax of the function call show 
Arrays in the JSON data from the server. 

 

Figure 8. Show Array function and JSON Code 

 

 
(a) 

 

(b) 

Figure 9. (a) Array and (b) value in JSON [9] 

 In JSON an object is an unordered set of name or value 
pairs. An object begins with { (left brace) and ends with } 
(right brace), each name is followed by: (colon) and the 
name/value pairs are separated by , (comma) [10]. An array is 
an ordered collection of values and a value can be a string in 
double quotes, or a number, or true or false or null, or an object 
or an array. All of the structures, can be nested[10]. 

 The sample results from the data of the event listener and 
show Array function using JSON on polygon web GIS can be 
seen in Figure10. The two functions can be called from the 
server display disease data for each PUSKESMAS in Sukasari 
district. 

 
Figure 10. Data Dialog from Event Listener and ShowArrays. 

IV. RESULT AND DISCUSSION 

The front page of SIGAPNAS applications as it is accessed 
via the web[11] is shown in Figure11.When a user enters the 
SIGAPNAS application, he may find variety of menus 
including, the search function for PUSKESMAS, and tracking 
as shownin Figure12. The user can directly search for 
PUSKESMAS on the map and get the necessary information. 

 

Figure 11. Front Page Menu Display 

Tracking function is used to help people find different 
routes to the PUSKESMAS, such as from Bandung town 
square. PUSKESMAS search function can be accessed by 
entering the name of PUSKESMAS. If the user does not know 
the name of PUSKESMAS, it be done by directly through the 
map by activating the function of PUSKESMAS marking in 
the map. On the map, the marking for PUSKESMAS can be 
hidden or shown by clicking the marker function. 



 

 

 

Figure 12. SIGAPNAS Menu 

Information about health services in SIGAPNAS application 
can be displayed based on PUSKESMAS or districts area, as 
can be seen in Figure13. In the display based on 
PUSKESMAS, the data to be displayed is the detailed data for 
PUSKESMAS, while when based on districts the data are total 
data for the districts if there is more than one PUSKESMAS. 

  

(a)                                   (b) 

Figure 13. SIGAPNAS WEBGIS in accordance with  

(a) PUSKESMAS (b)District 

 

Figure 14. Polygon-based WEBGIS for Doctors in Distric 
Level 

SIGAPNAS polygon-based application can display 
PUSKESMAS data based on the district. Figure 14 shows 
webGIS polygon of the number of the availabe doctors, where 
2 is the standard number for doctors in charge for each health 
center. The red indicates there is a health center in the district 
that not have a doctor. The green color code indicates that all 
health centers in the districts already have at least two doctors, 
while the yellow one indicates that each health center has at 
least one doctor. 

At SIGAPNAS application, to get more of polygon district 
information could be viewed directly to PUSKESMAS in each 
district. By enabling the marker will appear PUSKESMAS 
point in the district which can be accessed directly, as shown in 
Figure15. 

 

Figure 15. PUSKESMAS level information in Polygon 
WEBGIS 

 

 

Figure 16.  WEBGIS Polygon for desease in puskesmas in 
distric level 

Polygon features display not only the data on human 
resources, PUSKESMAS types and the real condition but also 
the information about the spread and treatment for diseases in 
PUSKESMAS in district area. Polygons diseases monitoring 
also have the same role as human resources monitoring. The 
standard display that is in accordance with PUSKESMAS or 
district takes the standard number of events (related to disease) 
into account, as can be seen in Figure16. Knowing the spread 
and incidence of disease management in an area is important. 



 

 

This application is expected to do better prevention and 
treatment of a disease.  

 

Figure 17. PUSKESMAS information 

 

 

Figure 18.The disease data in the PUSKESMAS 

 

As mentioned previously, the polygon webGIS also 
provides a marker feature to access any PUSKESMAS. Figure 
17 shows the general information of health workers, medical 
equipments, as well as spread disease that can be accessed 
through dialog box that appears on WebGIS polygon. 

The information of the spread of disease can be accessed 
directly by comparing the spread of disease in PUSKESMAS, 
as shown in Figure 18. This function can precisely determine 
the spread of disease in any PUSKESMAS that can help 
government to take immediate steps for the prevention and 
treatment towards the increase number of the disease. 

 

Figure 19. Webstrees Test Result 

SIGAPNAS Application was also tested using web streess 
tool for evaluating performance of web server aplication for 
giving services to clients. One hundred (100) client was 
acessing web service at the same time giving the best 
performance 16 request/second to be respond succsesfully, can 
be seen at Figure 19. The result is not good enough for web 
service for large community, it could be improved by using 
dedicated resource server (dedicated or virtual private server).  

V. CONCLUSION  

This research tried to create a prototype of web-based 
application service using a geographic information system with 
polygon method to mark an area. This application is called 
SIGAPNAS, aimed at optimizing the function of 
PUSKESMAS in providing health care and supporting 
government programs. This application can help people to find 
information about PUSKESMAS. In the future, This 
application is also expected to assist the government in 
monitoring the level of service and the readiness of 
PUSKESMAS including monitoring the spread of disease. 
SIGAPNAS in general expected to help the government 
succeed the national health programs through information 
technology.  
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Abstract— Routing protocols play important roles in mobile 

adhoc network performance.  The Protocols find and decided the 

communication path with the routing algorithm to deliver the 

data along the networks. Channel qualities in wireless 

communication are an important factor in network performance. 

Previous research in routing protocol development did not much 

pay attention in this matter. This paper shows the routing 

algorithm which not concern with this channel quality cannot 

adapt well in Mobile Adhoc Networks (MANET). We evaluated 

reactive routing protocol in deterministic and probabilistic 

propagation models, which are two-rayground and shadowing. 

These models are used to predict the received signal power of 

each packet. The result shows the degradation of routing protocol 

performance in more realistic environment, which is shadowing 

propagation model. Then we used mathematical analysis based 

on throughput performance related to the probability of error 

and Signal to Noise Ratio (SNR). Routing protocols face 

uncertainty in link quality when the topology of the network 

became dynamic. The routing protocols have to consider channel 

quality in the link transmission to acquire higher throughput 

performance. 

Keywords—MANET, Routing, Propagation, Throughput, SNR 

I.  INTRODUCTION 

In the future Mobile Adhoc Networks (MANET) is 
believed to have more significant role in supporting the 
development of Internet of Think (IoT), such as mobile to 
mobile [1] and machine to machine communication [2][3]. 
Some of the important issues in wireless ad hoc networks are 
energy efficient, congestion, quality of transmission, routing, 
and adaptive protocol.  Routing protocol is one of the protocols 
that play an important factor in MANET performance. These 
protocols find and determine the route path to transmit the data 
from source to destination. Mobility and effects on the 
transmission of wireless channel will greatly affect the 
performance of the routing algorithm. Unlike in wired 
networks where quality transmission paths are more stable, 
while in the wireless mobile network the quality is influenced 
by many factors such as speed, mobility, Bit Error Rate (BER), 
and the path break. 

Routing protocols are generally made without considering 
the quality of the chosen path, but more often used the shortest 
path search scheme, which is using the smallest number of 
hops, such as Ad hoc On-Demand Distance Vector (AODV), 
Dynamic Source Routing (DSR), and Destination-Sequenced 
Distance Vector (DSDV) [4]. Currently the quality-aware 

routing (QAR) has evolved to meet the challenges of the 
routing process in wireless networks. 

Several methods QAR has been developed, such as 
Expected Transmission Count (ETX) [5], Expected 
Transmissions Time (ETT) using estimates loss rate and 
bandwidth link [6], Modified ETX (mETX) and effective 
Number of Transmission (ENT) [7], Medium Time Metric 
(MTM) [8], development ETX with adding neighborhood 
heuristics (NH) [9] and bandwidth-aware high-throughput 
routing with successive interference cancellation [10]. Other 
approaches, with quality channel aware, such as using SNR to 
improve multi-hop routing [11], using link quality indicator 
[12], using channel quality to choose the path of least stable 
[13],and  using the Receive Singnal Strength Indicator (RSSI) 
as the routing parameter [14]. 

Previous research did not much pay attention to the routing 
development with the impact of propagation model. Especially, 
analysis of throuhgput performance related to route process, 
channel quality, and probability of error. In this paper, we 
investigated the performance of reactive routing protocol 
AODV in differents propagation model. We used two ray-
ground as a deterministic propagation model and shadowing 
for probabilistic model. This investigation to seek the impact of 
channel quality of the routing performance and the routing 
algorithm adaptation. Then we make a model route process in 
AODV to use in mathematical analysis to seek the throughput 
performance correlation between the route process, SNR, and 
the probability of error. 

The paper is organized as follows. Section II provides an 
overview of the mechanism of routing protocols and section III 
describes the propagation models. Section IV describes the 
routing protocol performance and mathematical analysis. 
Finally, section V is the conclusion and future research 
opportunities.  

II. ROUTING PROTOCOL 

Routing is a function of the network layer to determine the 
route from the source to the destination node. In wired 
networks, route failures are rare, whereas in mobile ad hoc 
networks often occur. The main cause of route failures is the 
mobility of the nodes, another factor is the contention of the 
wireless channel. The duration of the route search returned 
after route failure in adhoc networks depends on the routing 
protocol, node mobility patterns, and traffic characteristics.  



When a new route has been constructed and longer or shorter 
than the old route, the congestion control will face the 
fluctuations in the Round Trip Time (RTT). Routing protocols 
that often used in ad hoc networks are AODV, DSR and 
DSDV. AODV and DSR represent reactive routing protocol, 
while DSDV is a proactive routing protocol [4].  

AODV is a reactive routing protocol as DSR, the route 
search is process when the node will communicate. In AODV, 
when a route is not used in a certain period of time (lifetime), 
then it will be removed from the routing table memory [4]. 
AODV does not require the maintenance of the route from the 
source node to the destination node when not communicating. 
AODV only save the route cache or record the route last used 
to each node in the network. This will minimize the number of 
active routes that must be monitored and maintained. The 
lifetime will be updated when each route is used. Fig. 1 shows 
the AODV routing protocol mechanism. 

 

 

Figure. 1 AODV routing protocol mechanism. 

 AODV will find a path for communication based on 
shortest path which is a path with the smallest number of hops. 
Fig. 2 shows the AODV path between the source (s) to the 
destination (D) through intermediate node 2 with smaller hop 
count (hop count 2) compared through intermediate 1 with hop 
count 3. In this situation, the mechanism works well and the 
data can transfer from source to destination.  

 

Figure. 2 Shortest paths in AODV 

III. PROPAGATION MODEL 

 
Propagation model used to predict receiver signal power in 

the receiver. These propagation models can be divided into 

large-scale path loss models and small-scale path loss model 
(fading channel) [20]. From the viewpoint of implementation 
can also classify into deterministic and probabilistic models 
[15]. The existence of the reflection of some of the objects and 
movement, can cause a strong signal received by the receiver is 
varied, and the received signal gets path loss suffered. The path 
loss will limit the performance of mobile communication 
systems, so the predicted path loss is an important part in the 
planning of mobile communication systems. Path loss that 
occurs in the received signal can be determined through a 
certain propagation model.  In this paper we evaluated the 
reactive routing protocol with two-ray ground deterministic 
propagation model, and shadowing as a probabilistic 
propagation model. 

A. Two-RayGround, Deterministic Propagation Model. 

In free space, transmitter and receiver unhindered, line-of-

sight (LOS) path between them, without any other object in 

the environment. It predicts that received power decays as a 

function of transmitter-receiver distance raised to some power, 

the well-known Friis equation is used to calculate the received 

power [15][16]: 

 

.............................................................(1) 

 
Where, L is the system loss , λ is the wavelength of the 

transmitted signal, Pt is the transmitted power, Gt and Gr are 
transmitter antenna gain, α is the path loss exponent which is 2 
for free space and d is the separation distance between the 
transmitter and the receiver. 

Two-ray ground model is a more realistic model than the 
free-space model, this model consider a ground-reflected 
propagation path between transmitter and receiver, in addition 
to the direct LOS path. Two-ray ground propagation model is a 
model that is based on geometrical optics and can be used for 
the direct path and the reflection of the ground between the 
sender and the recipient. The power at receiver calculated with 
this equation [15]: 

 ...……………..……………….….(2) 

This model is considered more accurate than the model of 
free space to estimate the signal strength on a wide scale from a 
distance of several kilometers for mobile systems. Based on the 
above equation, the power loss is faster than the free space 
propagation model when the distance increases. 

B. Shadowing, Probabilistic Propagation Model. 

Probabilistic model is a more realistic propagation model. 
This model takes a deterministic model as one of the input 
parameters to get the average distance transmission. For each 
transmission, the received power described in the distribution. 
This leads to more varied results obtained from the successful 
reception. This happens with different probabilities as two 
adjacent users cannot communicate, the opposite can occur of 
probability of two users can communicate outside the range 
deterministic transmission. Distribution of this effect depends 



on probability models and parameters used. Fig. 3 shows the 
path loss, shadowing, and multipath in propagation model. 

 

Figure 3. Path loss, shadowing, and Multipath [14] 

Model of log-normal shadowing using a normal 

distribution with variance σ of the distribution of power 

acceptance in the logarithmic domain [15]: 

 

………………………..…….(3) 

 

The shadowing model consists of two parts. The first one is 

known as a path loss model, which also predicts the mean 

received power at distance d. Deterministic model Рrdet  as in  

free space and two-ray ground.  Power receiver can calculate 

with the equation: 

…………...(4) 

The second part of the shadowing model reflects the variation 

of the received power at certain distances. It is a log-normal 

random variable. It is about gaussian distribution if measured 

in dB. Exponent path loss α and РL(d0) are the reference 

measurement of pathloss close to the transmitter. So the above 

equation can be rewritten as: 

 

……………………….…(5) 

 

In dB, the received power is obtained by multiplying the 

received power with a scale factor deterministic power loss is: 

  

…………..…………...(6) 

 

IV. ROUTING PROTOCOL PERFORMANCE 

 

A. AODV Performance with Two-Rayground and Shadowing 

In this section we evaluated the performance of the AODV 
routing protocol with two different propagation model. We 
evaluated with two-rayground as a deterministic propagation 
model and shadowing as a probabilistic propagation model. In 

this experiment we used network simulator [18] with the 
parameter as shown in table 1.  

Table 1. Simulation parameter 

 

Performance of the AODV routing protocol has significant 
degradation when used shadowing compare to two-rayground 
propagation model, as shown in fig. 4.  Beside the distance 
between the source and the receiver the performance influence 
by the number of hops in the path. Increasing the number of 
hops will raise the probability of path break. This path break 
depends on the channel quality of the link. In two-rayground 
the channel quality depend on distances, while in shadowing 
the quality link also reflects the variation of the received 
power at certain distance. The routing protocol face often path 
break at shadowing because AODV did not pay attention to 
link quality in route selection. 

 

Figure 4. AODV throughput with two-rayground and 
shadowing 

When link break occurs in the transmission path, AODV 
will generate RERR (Route Error), see fig. 1, this route error 
sends back to the source to give notification about link break 
in the path. Source will start again to find the path and send 
the RREQ (Route Request). The frequent of the path breaks 
indicate by the number of route error (RERR) generate by 
routing protocol. When the link breaks occurs, the path will be 
broken too. The averages duration life of this path is path life. 



The average duration of path life as shown in fig 5. AODV in 
shadowing generate higher RERR and has smaller path life 
compare to the two-rayground.  

  

(a) 

 

(b) 

Figure 5. (a) Avarage path life (b) Avarage route error 

 When the nodes are mobile, the topology became dynamic. 
Routing protocol will face often path break and lead to find a 
new path mechanism. There will be a situation where routing 
protocol gets high overhead due to route request over and over. 
The problem is when the routing protocol algorithm chooses 
shortest path according to the minimum number of hops 
between the source and destination, while one or more of this 
hop has minimum channel quality or minimum radio 
transmission range, as shown in Fig. 6 between node S and 
intermediate node 2. This hop seems to break and the path 
communication will break sooner. This situation will lead 
routing protocol to seek new routes (higher RERR) and smaller 
path life in data transfer. This will lead networks with low 
performance in throughput and higher overhead in route 
process. 

 

Figure 6. Hop with minimum channel quality 

B. Throughput Model and Mathematical Analysis. 

From the simulation result in section IV.a, the 
performance of AODV routing protocol decrease in 
shadowing compare to two-rayground propagation model. To 
analysis the impact between SNR and BER to the throughput, 
we make a model for AODV process, as shown in Fig. 7.  
Denote λ is the average total number of bits of data are 
transferred during T, with the total bits to process forward 
route (RREQ) is   . The acknowledgment route process is 
   bits, Route Reply (RREP). The transmission rate is   bps. 
Where     is the line turnaround time (RTS-CTS delay) in 
seconds and the propagation delay between transmitter and 
receiver is    seconds. Then average a total of      bits of 
data transferred with time Ttotal:  

Ttotal *
    

 
+             ………….……….....…(7) 

 

 

Figure 7. AODV process model 

Throughput is total of data transferred during time to transfer 
those data is        / Ttotal. We can express the throughput 
as follows: 

Throughput   
    

*
    

 
         +

    ………………...... (8) 

If the effective rate transmission is Reff as the throughput, and 
transmission rate is R, than we can express the effeciency η = 
Reff / R. If the probability of error P for x transmission can be 
express as: 

                             ……………….….….(9) 

Then the probability distribution with mean δ, can be express 
as: 

  ∑              
 

   

 

   
    …………………...…(10) 

Equation (8) can be written with mean   = 1/(1-P) attempts are 
made before acceptance as follows: 

Throughput  
    

 

   
*
    

 
         +

    

                     
            

              
……….………..….(11) 

The equation (8) is for transmission without error. If we 
consider the propagation delay tp and ta are small, according 



no queuing in the buffer, short range transmission, and smooth 
line turnaround time. Thus, for continues transmission without 
error the dominator equation (8) is λ/R, if we consider Ka, 
then the time is (λ+Ka)/R. For routing process with Route 
Error (RERR) when the path break occurs (transmission 
error), the number of bits or frames to get accepted can be 
calculated as follows. Transmission of number of bits or one 
frame, with probability P (1 - P) transmission of N extra 
frames or bits (retransmission of N RERR) for route error. 
Thus the probability transmission of 2N extra frames P

2
 (1 - 

P), so the mean   can be written as: 

                        

       
        

   
 ….............................................................(12) 

Thus, in this case equation (8) can be written as follows: 

Throughput  
    

    

 
*
        

   
+
  

                   
            

[        ]      
   …………………… (13) 

For simply the equation, we can express equation (13) as 
equation (14) if we use a model approach in selective ARQ 
[17], where: 

Throughput  
    

    

 
*

 

   
+
  

                   (
           

    
)   ………………………(14) 

From equation (14) we can find efficiency η of the networks, 
since the throughput is effective sending rate (Reff); 

   
    

 
 

Then we can write this efficiency from equation (14) as 
follows: 

   
           

    
      ( 

    

    
)……………….(15) 

From equation (14) and (15), we can see that the 
throughput and the efficiency will get higher when the 
probability of error is smaller. To analysis the correlation 
between throughput with SNR and BER, we used the most 
common equation approach to compute the probability of 
error P is [17]: 

               …………………………….………..(16) 

With β representing the Bit Error Rate (BER) and n is the 
number of bits in a packet or frame. We can find BER with 
compute Signal to Noise Ratio (SNR) and modulation 
technique which is used binary phase shift keying (BPSK), we 
can express BER [19] as follows: 

    = Q √ 
  

  
 )………………...………………..….…(17) 

If the bandwidth of signal information exactly same with a 
bandwidth of noise or in the receiver use matched filter to get 
maximum SNR, then (Eb/(No/2)) = (S/N). For β is the bit 
error rate (BER), then we can write the probability of error as 
BER and SNR function, as follows: 

                  

 

 
  

  

  
 

          √
 

 
         ……………..……….……….(18) 

In two-ray ground the power receiver depends on the 
distance between transmitter and the receiver, eq. (2). While in 
shadowing which also predicts the mean received power at 
distance d and the model reflects the variation of the received 
power at certain distances, eq. (5). From simulation, we can 
see the relation between SNR and the throughput with the 
distance change between transmitter and receiver. Signal to 
noise ratio will decrease as the distance between transmitter 
and receiver move away, as shown in fig. 8. In shadowing 
model the degradation SNR higher than two-rayground 
propagation model.  

 

Figure 8. SNR Two-Ray and Shadowing versus distance 

From equation (19) and (20), we can see the probability of 
error and bit error rate will increase along with the degradation 
of SNR between transmitter and receiver, and the value of 
SNR will decrease with added difference distance between 
them. As shown in fig. 9 adding the distance will increase the 
value of bit error rate. 

 

Figure 9. BER Two-Rayground and Shadowing vs distance 



We can see that higher SNR will decrease BER and the 
probability of error. The minimum value of probability of 
error can gain maximum throughput of the system. A path 
consists of hop with higher SNR can improve throughput the 
system.  Where in shadowing model the degradation more 
aggressive compare to two-rayground because effect of the 
shadowing. From equation (17) and equation (18), we can 
express the throughput (Reff) for BSPK as follows: 

Throughput = Reff 

   (
       √

 

  
              

    
)  ….......................(19) 

In general, for other modulation we can use this equation: 

   (
                 

    
) …...................................(20) 

 

From the result in section IV.a, we can see that routing 
protocol face uncertainty performance, especially in the more 
realistic propagation model, such as shadowing. Mathematical 
approach analysis in section IV.b shows the role of SNR and 
BER to reduce probability of error to gain maximum 
throughput. AODV choose the path based on shortest path 
which is the minimum hop count. This mechanism did not pay 
attention to the channel quality of the hop. With the 
experiment in shadowing model, we can see this mechanism 
did not work well, and get performance degradation. In the 
future, for realistic routing protocol, channel link quality can 
be considered as metric in routing protocol algorithm, but with 
minimum overhead and complexity. 

V. CONCLUSION AND FUTURE WORK 

This paper has shown AODV routing protocol performance 
in two-rayground and shadowing propagation model. From the 
simulation AODV has lower performance in a more realistic 
environment, which is shadowing than two-rayground. This 
happens because the routing protocol did not pay attention in 
quality of the link when choose the hop as one of the path. The 
simulation and mathematical analysis has shown that SNR 
impact on link quality.  Low SNR in the link transmission will 
cause the higher probability of error and decrease the 
throughput. In the future the routing protocols have to consider 
channel quality in the link transmission to achieve higher 
performance. Cross layer scheme is one of promosing method 
to improve cooperation between routing protocol and physical 
layer. 
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Abstract—This paper presents the evaluation of traffic agent 
utilization to identify road traffic flow density. This research also 
proposes the concept of traffic agent as the new method for 
traffic monitoring and surveillance. 
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I.  INTRODUCTION 
 

Nowdays the growth of population has given an impact to 
the travel demand and traffic congestion. In order to prevent 
congestion at current levels from getting worse then the option 
is to increase the road capacity. Another option is to develop 
alternatives that increase road capacity by optimizing the 
existing transportation system. The latter option tries to focus 
on Intelligent Transportation System (ITS) infrastructure. Refer 
to the US Federal Intelligent Transportation System program, 
the goals of ITS include the following: enhance public safety, 
reduce congestion, improve access to travel and transit 
information, generate cost saving to motor carrier, transit 
operator, toll authorities, and government agencies, and reduce 
detrimental environment impacts1. ITS covering sensor, 
communication, and traffic control technologies. Generally, all 
or part of the data that are used in ITS gathered from the 
vehicle detection and surveillance technologies. Thus, that 
technologies become an integral part of ITS. There was a study 
shows that an investment investment in ITS will allow for 
fewer miles of road to be built, thus reducing the cost of 
mitigating recurring congestion by approximately 35 percent 
nationwide2.  

Nowdays, the technologies of vehicle detection and 
surveillance are being developed and still improved. Those 
studies include the capability of speed and presence 
monitoring, traffic measurement, vehicle classification, and 
weigh-in-motion data4. This paper introduces the concept of 
traffic agent as a new approach for traffic flow measurement. 
The traffic agent acts as a mobile traffic surveillance agent to 
monitor and produce a traffic flow measurement value. This 

research evaluates the efficiency of traffic agent measurement 
by using computer simulation. 

The modified Traffic Cellular Automaton model introduced 
by Arai et.al., was used as a model base in this research3. This 
model describes more realistic movement of individual vehicle 
since the model takes into account the component of scope 
awareness and spontaneous braking behavior. 

This paper is organized as follows. Section 2 describes a 
theoretical aspect of traffic CA model. Section 3 explains the 
traffic model that used in the simulation study. Section 4 
presents simulation process and the results in the form of 
fundamental diagrams and space-time diagrams. Finally, a 
summary and conclusion is described with some discussions in 
section 5. 

II. TRAFFIC CELLULAR AUTOMATON MODEL AND TRAFFIC 
AGENT CONCEPT 

A. Traffic Cellular Automata Model 
Traffic Cellular Automata (TCA) model is one of the 

microscopic models that used for road traffic flow simulation. 
The Cellular Automata (CA) model was improved to capture 
the road traffic condition. CA model as the basis of TCA model 
is a discrete computability mathematical model. In comparison 
with the other microscopic models, CA based models propose 
an efficient concept to produce a dynamic system simulations. 
A cellular space and a set of state are two components that 
compose a CA model. The nearest neighboring cells determine 
the state of a cell. 

The size of all neighborhood cells is same in the lattice. 
Each of cells must be in one condition, either be empty or 
occupied by exactly one car. A set of rule applies to each cell 
from one time step to another as the system iteration. Then, the 
parallel updating of local cell interaction can show a global 
complex behavior3. 

 



 

B. Traffic Agent Concept 
The traffic agent concept begins from the idea that an agent 

is embedded in an environment and relies on the spatial and 
temporal characters of its environment. In this research, the 
traffic agent was defined as the subject that involve in the road 
traffic, receives information about its environment via sensors, 
interprets and process this information become a value of 
traffic flow. The sensor may be a dashboard-camera that 
capture the scenery of the subject car. Figure 1 describes the 
visual concept of traffic agent. 

 
The integration of Global Positioning System (GPS) and 

dashboard camera inform a subject car position and its scenery 
images. Each of the cars is equipped with GPS, which act as a 
sensor for the road network. 

 

III. THE SIMULATION MODEL 
This simulation study uses two-lane highway model with 

unidirectional traffic character in periodic boundaries 
condition. Two-lane model is necessary in order to 
accommodate the lane changing behavior of driver in the real 
traffic condition. The TCA model proposed by Arai et.al. has 
used as the basis model in this research. 

A one-dimensional chain of L cells of length 7.5 m 
represents each lane. This value is considered as the length of 
vehicle plus the distance between vehicles in a stopped 
position. A one-lane consists of 103 cells. There are just two 
possible states of each cell. Each cell can only be empty or 
containing by just one vehicle. The speed of each vehicle is 
integer value between v = 0, 1, . . ., vmax. In this model, all 
vehicles are considered as homogeneous and have the same 
maximum speed vmax = 5. The speed value number 
corresponds to the number of cell that the vehicle proceeds at 
one time step. The state of a road cell at the next time step, 
form t to t + 1 is dependent on the states of the direct frontal 
neighborhood cell of the vehicle and the core cell itself of the 
vehicle. The schematic diagram of lane changing operation 
shown by Figure 2.  

 

IV. SIMULATION RESULTS 
The simulation begins with an initial configuration of N 

vehicles, with random distributions of positions on both lanes. 
The simulation uses the same initial speed for all vehicle vmin = 
0 and the maximum vehicle speed vmax = 5 cell/time-step. The 
speed corresponds to the number of cells that a vehicle 
advances in the iteration. Many simulations are done with the 
different density ρ. The density ρ is defined as the number of 
vehicles N along with the highway over the number of cells on 
the highway L. 

A close boundary condition was using during this 
simulation process. This means during a simulation, the total 
number of cars on the traffic was fixed. Cars move from left to 
right. Once a car arrives on the right boundary then it will 
moves to the left boundary. Since the simulation model 
assumes symmetry character of the both lanes then the traffic 
flow characteristics on both lanes are assumed identical. 

In this simulation, we analyzed the space-time diagram of 
traffic condition. Figure 3 shows time-space diagram of road 
situation captured from registered cars. In this case, the 
simulation used density 50% and registered car 10%. 

 
 

 
Figure 2. Schematic diagram of lane changing maneuver 

 
Figure 1. Traffic Agent Concept 

 

 
Figure 3. Time space diagram of registered car 

 

 
Figure 4. Traffic flow using GPS and camera in Lane 1 

 



 

Figure 4 and figure 5 show the time space diagram of 
visualization of traffic flow using information GPS and scenery 
situation from camera.  

 

 
The graph of figure 4 and figure 5 present that the accuracy 

of traffic flow estimation and visualization is closed-related 
with the number of registered-cars. 

The comparison study also conducted to analyze the flow 
rate that was captured between using only GPS information 
device and by using the integration of GPS and Camera 
information. Both conditions have been compared to the real 
traffic condition. Figure 6 shows the flow rate capture by each 
condition. Traffic flow is defined as the rate at which cars pass 
through a point on the certain road, measured in cars/minute. 

 
Through this simulation, we also analyzed and compared 

the traffic flow estimation capability in the situation of using 
only one traffic agent. This case has tried in three road density 
conditions: 25%, 50%, and 75% density. Then, the result, 
include speed and location behavior was plot into a space-time 
diagram. The comparison results presented by figure 7, figure 
8, and figure 9. There is a different degree of its space-time 
behavior. 

 

 

 
 
 

V. SUMMARY AND CONCLUSION  
The simulation study to evaluate the proposed concept of 

traffic agent utilization is presented through this paper. The 
followings are concluded through this study: 

• Road-length limitation of camera’s coverage area 
makes difficult to estimate number of cars along the 
road lane. Single snapshot difficult to estimate traffic. 

• The traffic flow estimation looks depend on the 
number of GPS-equipped cars to capture a long portion 
of road. 

 
Figure 8. Traffic Density 50% 

 

 
Figure 7. Traffic Density 25% 

 

 
Figure 5. Traffic flow using GPS and camera in Lane 2 

 

 
Figure 6. Flow rate comparison 

 

 
Figure 9. Traffic Density 75% 

 



 

• GPS probe data are widely used but suffers from a 
limited number of vehicles equipped. 

• The traffic condition can be distinguished by integrated 
the information from GPS-camera and convert to 
space-time diagram. 
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Abstract— the design of digital TV DVB-T2 transmitter 

infrastructure is done by multiplexing broadcasters in Indonesia, 

at this time there are many who use the concept of analog TV 

transmitter infrastructure planning, which in its design avoid two 

transmitters with the same frequency in the service area as it will 

cause interference to received signal by the public. With Digital 

TV DVB-T2 technology allows to design 2 transmitter in the area 

of service without occurring interference to each other (SFN), it 

is due to the feature of the guard interval that tolerate varying 

propagation delay between 2 transmitter antenna when the signal 

received by public. In this paper carried out the design of a 

digital transmitter infrastructure that utilizes new features DVB-

T2 technology to provide Jabodebatek area TV digital 

broadcasting. To utilize the DVB-T2 features, three design 

options was proposed Option I use one transmitter, option II use 

two transmitters and option III use the four transmitters. All 

option was designed in order to meet the minimum operational 

parameters that have been set by the government. After 

designing all options is done, then compared the results 

technically and economically. Technical analysis is done by 

comparing the capacity and coverage of the population of each 

design, economic analysis is done by comparing the analysis of 

business each design using a calculation of payback period, NPV 

(Net Present Value) and IRR (Internal Rate of Return). It was 

concluded from the results that the design that use 4 transmitters 

is the most optimal to be implemented in the Jabodebatek area. 

The optimum design obtained 27.87 Mbps in capacity, 99.9% in 

population coverage (29,408,063 inhabitants) and IRR 9.64% 

Keywords—Digital TV DVB-T2; transmitter; optimization; 

design 

I.  INTRODUCTION  

In the deployment of digital TV infrastructure in Indonesia, 
the current television broadcasters still using the concept of 
infrastructure development with the concept of analog 
broadcasting. By using analogue broadcasting technology, it is 
not possible to operate two transmitters or more in a service 
area which use the same frequency, as it will cause the transmit 
signal interference with one another. Therefore broadcasters in 
Indonesia has built a very high towers, as well as using a 
transmitter with a large transmit power. 

Technology digital TV - DVB-T2 allows the television 
broadcasters to build more than one transmitter at a service 
area using the same frequency (Single Frequency Network). 
The presence of a feature in the form of guard interval, will 
allows the the incoming signal at the receiving antenna are not 
accepted at the same time, so as not to interfere with each 
other. Thus, a broadcaster can choose the option to build 
multiple towers with sufficiently high at some point in a 
service area and use the transmitter with less power. With 
proper planning, the forward blind spot at the service area can 
be minimized. 

Therefore, there are several options of a digital TV 
infrastructure designing new models that can be selected by the 
broadcasters. It takes a techno economic analysis related to 
investment of each design option using the concepts and 
features of digital broadcasting. The design of each option must 
first meet the operational parameters set by the government. 

The contribution of this research is to get a a digital TV 
transmitter infrastructure design DVB-T2 which can be 
implemented in a service area that meets the operational 
parameters of the government and have an optimal quality. 
Feasibility analysis of business generated in this paper can 
accelerate the implementation of infrastructure TVdigital 
transmitter in Indonesia. 

The target in this study are as follows. (a) To design three 
options for digital TV transmitter infrastructure - DVBT2 to 
the Jabodetabek (Jakarta, Bogor, Depok, Tangerang, Bekasi) 
service area; (b) to test the design using chirplus BC - software 
for the fulfillment of minimum operational parameters of the 
government; (c) to determine the optimal design of the most 
technically and economically to be implemented in the 
Jabodetabek service area  

II. LITERATURE REVIEW 

A. Regulation of Digital TV Broadcasting Services in 

Indonesia 

There has been a situation that is less certain in the 
regulation of digital TV broadcasting in Indonesia. The 
government has set DVBT2 use of technology, with the result 
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that a transmitter (and multiplexer) may be used by some 
broadcasters. Then the government also established that the 
company that built the television transmitter is different from 
companies that do broadcasting. This decision was canceled by 
the Supreme Court. The solution of this problem is actually 
very easy, should be made a regulation that stocks of 
companies which build and has a television transmitter is 
shared by all broadcasters who use it. 

B. Variable Design of Infrastructure Digital TV 

Transmitters[1],[2],[3] 

Geographic location. Determine the geographic location 
should consider where the population is aiming to reach the 
transmitter broadcasts. Contours of the earth in the area of 
population who want to reach a consideration, it will determine 
the height of the tower is necessary. Line of sight of the 
transmitter and the population who want to reach a major 
consideration in the selection of the geographical location of 
the transmitter. 

Direction & Total Panel Antenna. Direction and number 
of panels will have an effect on beamwidth antenna is formed. 
Beamwidht shape formed from the number of panels and 
antennae direction can be as follows 

 

 

Fig. 1. Beamwidth antenna pattern corresponding number of directions [1] 

Power & Gain Antenna. Gain power and antenna will be 
directly proportional to the range of the transmitter. The greater 
the power and antenna gain, the more is the range of the 
transmitter. Power and antenna gain will be used to calculate 
ERP (effected Radiated Power). ERP = Power Transmitter 
(dB) + Antenna Gain (dB) -Feeder Loss (dB) 

Variable Modulation. The variables are variables that 
affect the modulation coding digital signals used in digital TV 
broadcasting. In this case the variables used is variable DVB-
T2 signals. These variables will affect the emission range and 
network capacity. This modulation variables are: 

TABLE I.  VARIABLE MODULATION OPTION OF DVB-T2 SIGNAL [2] 

Variable Option 

Constellation Mode   QPSK, 256QAM, 64QAM, 16QAM 

Guard interval ¼, 19/128, 1/8, 19,256, 1/16, 1/32, 1/128 

Code rate ½, 3/5, 2/3, ¾, 4/5, 5/6 

FFT size 1k, 2k, 4k, 8k, 16k, 32k 

Pilot pattern PP1, PP2, PP3, PP4, PP5, PP6, PP7 

 

Rent Price Determination. Broadcast Channels. 
Determination of rent price of the broadcast channel has been 
set up by the government in the Regulation of Minister of 
Communications and Information Technology Number 
18/2012, on the Procedure for Calculation of Rent rates on the 
Implementation of Broadcasters Broadcast Channels 
Multiplexing. On the regulation stipulated that each 
broadcaster can rent a broadcast channel to LPS with the 
following formula: The rental fee = BP (1 + CM) * (Ki / Kt). 
BP = Operation Cost, CM = Corporate Margin, Ki = rent 
Channel Capacity (of one broadcaster) and Kt = Total Channel 
Capacity of the transmitter. 

Finance Evaluation. In this paper performed by 
calculating the payback period and IRR (internal return rate) 

III. DESIGN AND SIMULATION [1],[2],[3] 

In this chapter proposed three options on the TV transmitter 
infrastructure design - DVBT2 in terrestrial that can be used by 
broadcasters to transmit digital TV broadcasting in the service 
area of Jabodetabek. The three designs must meet minimum 
operational parameters established by the government. The 
government stipulated that each multiplexing broadcasters can 
broadcast digital TV broadcasts that reach more than 70% of 
the population in each service area, a minimum should be able 
to accommodate 9 broadcast channel to each broadcast channel 
capacity of 3 MB. [10]. to analyze the reach of the population 
and the capacity of their designs, in this paper used helper 
software that is Chirplus BC. After each draft proposed has met 
the operational parameters of the specified bill of quantity of 
each design so that it can determine the cost of the investment. 

A. Option 1: Design of Infrastructure of TV - DVB T2 using 

one transmitter 

TABLE II.  VARIABLE TECHNIQUES USED IN OPTION 1 

Coordinates   
6°13'7.00"S 

106°43'42.00"T  

Tower height 300 m 

Directional of 

antennas 
4 ( 0, 90, 180, 270) 

The number of panel 

antennas 
16 panels (= 18.4 dB of gain) 

Pilot pattern 10 kW 

 

 



TABLE III.  VARIABLE MODULATION OPTION OF OPTION 1 

Variable Option 

Constellation Mode   64QAM 

Guard interval 1/128 

Code rate 2/3 

FFT size 8k 

Pilot pattern PP7 

 

From the calculation results obtained that the transmitter 
ERP in the design of this first option is 436 515 kW. Network 
capacity is 29.79 Mbps. Plotting the results of the first draft of 
the options shown in Figure 2. 

 

Fig. 2. Transmitter Plotting Design of Option 1 

B. Option 2: Design of Infrastructure of TV - DVB T2 using 

two transmitter  

TABLE IV.  VARIABLE TECHNIQUES USED IN OPTION 2 

Coordinates   

Transmiiter I : 

6°18'25.644"S 

106°34'10.665"T 

Transmitter II : 

6°18'00.684"S 

106°43'42.00"T  

Tower height 15 m 

Directional of 

antennas 
4 ( 0, 90, 180, 270) 

The number of panel 

antennas 
8 panels (= 15.3 dB of gain) 

Pilot pattern 5 kW 

TABLE V.  VARIABLE MODULATION OPTION OF OPTION 2 

Variable Option 

Constellation Mode   64QAM 

Guard interval ¼ 

Code rate 5/6 

FFT size 8k 

Pilot pattern PP1 

From the calculation results obtained that the transmitter 
ERP in the design of this option-2 is 106.898 kW kW. Network 
capacity is 27.87 Mbps. Plotting the results of the first draft of 
the options shown in Figure 3. 

 

Fig. 3. Transmitter Plotting Design of Option 2 

C. Option 3: Design of Infrastructure of TV - DVB T2 using 4 

transmitter  

TABLE VI.  VARIABLE TECHNIQUES USED IN OPTION 1 

Coordinates   

Transmiiter I : 

6°12'24.616"S 

106°46'39.023"T 

Transmitter II : 

6°17'30.619"S 

106°30'01.212"T 

Transmiiter III : 

6°34'14.772"S 

106°46'57.732"T  

Transmitter IV : 

6°19'29.176"S 

107°02'14.472"T  

Tower height 8 m 

Directional of 

antennas 
4 ( 0, 90, 180, 270) 

The number of panel 

antennas 
8 panels (= 12.3 dB of gain) 

Pilot pattern 5 kW 

TABLE VII.  VARIABLE MODULATION OPTION OF OPTION 1 

Variable Option 

Constellation Mode   64QAM 

Guard interval ¼ 

Code rate 5/6 

FFT size 8k 

Pilot pattern PP1 

The variables used in the planning of option 3 is the same 
as that used in option 2; ERP in the design of this option-2 is 
106.898 kW kW. Network capacity is 27.87 Mbps. Plotting the 
results of the first draft of the options shown in Figure 4. 



 

Fig. 4. Transmitter Plotting Design of Option 3 

D. The calculation of the value of the investment 

 The calculation of the value of investments are shown in 
table VIII 

TABLE VIII.  CAPITAL EXPENDITURE (CAPEX) AND OPERATION 

EXPENDITURE (OPEX) CALCULATION 

Capex (Rupiah) Opex (Rupiah) 

Option 1 (1 transmitters): 37,800,303,799  5,649,000,000 

Option 2 (2 transmitters): 36,403,932,015 5,906,000,000 

Option 3 (4 transmitters): 36,365,513,017 6,428,000,000 

 

E. The calculation result of the rental rates per channel 

The calculation result rental rates per channel and 
assumptions used re shown in table IX and X 

TABLE IX.  THE ASSUMPTIONS USED TO CALCULATE THE RENTAL PRICE 

Inflation  6% 

Interest rate 7.5 % 

Debt / Equity 0 

Tax 25 % 

Profit margin 35 % 

Depreciation Flat 10 years 

Capacity / Channel 3 Mbps 

TABLE X.  THE CALCULATION RESULT OF THE RENTAL PRICE PER 

CHANNEL 

Option Rental Price/Channel 

(Rupiah) 

Option 1 (1 transmitter) 2,223,530,677 

Option 2 (2 transmitters) 2,149,037,159 

Option 3 (4 transmitters) 2,161,202,376 

 

IV. ANALYSIS 

Resume of the design shown in Table XI. It can be 
concluded that each option has advantages of each. If that be 
the primary consideration is the capacity of the channel, then 
option 1 can be selected. Option 3 (4 transmitters) be the 
choice when to consider is the percentage of the population that 
can be reached by digital television boradcast and business 
benefits achieved. 

TABLE XI.  COMPARISON BETWEEN THE THREE OPTION DESIGN 

Variable Option 1 

(1 TX) 

Option 2 

(2 TX) 

Option 3 

(4 TX) 

Capacity 

(Mbps) 

29,79 27,87 27,87 

Population 

Reach (% 

99,84 99,89 99,90 

IRR (%) 88,85 9,12 9,64 

Capex 

(rupiah) 

37,800,303,799 36,403,932,015 36,365,513,017 

Opex 

(rupiah) 

5,649,000,000 5,906,000,.000 6,438,000,000 

Rental Price 

/Channel 

(Rupiah) 

2,223,530,677 2,149,037,159 2,161,202,376 
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Abstract—Along with the increased use of 

telecommunications networks for social media activities, the risk 

to information security increases, including the risk of flooding 

traffic. This paper studied the effect of flooding on the QoS 

traffic in the backbone network, and needs to be met by security 

to face the traffic flooding. Security requirements required 

include: Centralized resource, identity management that 

supports Identity Recovery, Transaction Logging, Policy 

Management, mechanisms of basic security (authentication, 

confidentiality, etc.), minimization of data, and access control, 

monitoring system , secure Intranet, secure Internet and 

Extranet, and physical security. 

Keywords—traffic flooding; QoS; security reqiuirements; social 

media; centralized resource 

I.  INTRODUCTION 

With the widespread use of social media services, 
telecommunications network usage trends shifted resulting 
surge of data traffic. For telecommunications network 
operators, network traffic characters changed drastically is 
increasingly difficult to control, especially with the increasing 
traffic flooding. 

With such a trend, the risk to information security 
increased, but so far Indonesia has also recorded a poor 
performance as the number one source of cybercrime attack [1] 
and most at risk of IT security attacks. [2] 

This paper was formulated on security requirements to face 
the traffic flooding, in order to maintain QoS (Quality of 
Services). 

II. LITERATURE REVIEW 

A. The Tendency of Cyber Vulnerabilities 

The era of smart phones increase the number of cyber 
vulnerabilities to levels never experienced before. Specifically 
in Indonesia, which has a bad record of achievement as the 

country's number one source of cybercrime attack [1] and most 
at risk of IT security attacks. [2] 

Among the disturbances of information security, which 
took effect on costs incurred operators are attacks that make the 
operator's network channels flooded traffic undue. This is what 
will be the focus of security in this paper. Examples of 
disruption of network traffic caused by the flooding, which 
once felt by Indonesia of which are errors in BGP (Border 
Gateway Protocol), which resulted in the collapse of Indosat's 
network and disrupt communications networks in other 
countries [3]. Although the disorder is caused by BGP 
configuration errors because of human error. But the true 
weakness of BGP can be utilized by the pure wish to attack the 
network. 

This type of attack BGP among Denial-of-Service (DoS) 
attack on the type of network that is designed to create a 
network down by flooding the network with useless traffic. 
Many DoS attacks such as Ping of Death and Teardrop attacks, 
exploit limitations in the TCP / IP protocol. For all known DoS 
attacks, there were improvements in software that can be 
performed by system administrators to limit the damage caused 
by the attack. However, like viruses, new DoS attacks are 
constantly developed by hackers. [4] One of the dangers of 
DoS attacks were the center of attention in this paper is the 
traffic flooding can disrupt the maintenance of QoS. 

B. Effect of Traffic Flooding on QoS (Quality of Service)  

In the real conditions of a telecommunications network, 
each network element typically a queuing network, each node 
and any route of transmission is essentially a queuing network 
unit. GoS (Grade of Service), a variable number of traffic 
engineering is used to provide a measure of the adequacy of the 
resource group under certain conditions, is essential in the 
network queue. Although different in definition (QoS defined 
by the ITU E.800 series, GoS defined by ITU-T E.600 series) 
some GoS parameters may also be the QoS parameters, such as 
end-to-end blocking probability, essentially these parameters 
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indicate the reliability of the network , GoS parameters to be 
calculated is the probability and time delay queuing / waiting 
time. The probability of a query that comes will wait (to 
experience the waiting time t> 0) can be calculated using the 
following formula. 

                                  (1) 

By using probability theory, we can find other parameters, 
including the amount of inquiry that wait before being served 
(nq), the average time inquiry in the queue before it is served, 
including those not wait (TQ), the average time inquiry in 
queue before being served, without which no waiting (tqm), 
and the average length of time in the system (ts). 

                                   (2) 

                                 (3) 

                                             (4) 

                                                (5) 

The presence of traffic flooding will increase the processing 
delay of information, which is one of the most important QoS 
parameters. 

TABLE I.  CALCULATION OF NETWORK PERFORMANCE (QOS) IN THE 

EVENT OF TRAFFIC FLOODING IN THE BUSY HOUR  

Traffic 

flooding 

(%) 

Total traffic 

(inquiries/s

ec) 

P(t>)) Nq 

(Inqui

ries) 

Tq 

(sec) 

Ts 

(sec) 

0 22.725 0.1018 0.3055 0.0407 1.0407 

5 23.625 0.1490 0.4471 0.0596 1.0596 

25 28.125 0.6405 1.9215 0.2562 1.2562 

50 33.75 2.0198 6.0594 0.8079 1.8079 

100 45 7.1976 21.593 2.8790 3.8790 

1000 247.5 193.24 579.73 77.297 78.297 

 

The following will illustrate what is happening to network 
traffic in the event of flooding on many levels at peak hours. 
Suppose the total number of servers (N) which will exist in the 
system is 30. These servers takes an average of one second to 
process the query, so that the full utilization, the server can 
process 30 queries per second. Then at rush hour, network 
utilization rose to 75%, or in other words the offered traffic (A) 
at rush hour with the service time of one second per query is 
75% of 30, which is 22.5 erlang. This causes the average 
waiting time for inquiry waiting (tqm) only 0133 seconds, the 
network performs well. But what happens when the traffic 
flooding? 

At the table I presented the results of calculations using the 
formula above. It appears that the 50% level of flooding is 
already occurring congestion (inquiry certainly ter-delay). 
Users already have to wait until more than a second for the 
inquiry out of the system. At the 100% level of flooding has 
passed the waiting time of three seconds, the authors think is 

generally felt on the network Indonesia, which is not even the 
worst case that might occur. 

This further confirms that the implementation of a good 
security system is needed to reduce the possibility of attack 
traffic flooding 

C. Regulations in Indonesia Related to Cyber Attacks  

Act No. 11/2008 on Information and Electronic 
Transactions 

Article 26: (1) Unless otherwise stipulated by legislation, 
the use of any information through electronic media concerning 
personal data should be done with the consent of the person 
concerned; (2) Any person whose rights are violated as referred 
to in paragraph 1 may file a lawsuit for damages caused by this 
Act. 

Government Regulation No. 82/2012 on Implementation 
System and Electronic Transactions. Article 6, paragraph 1: 
Electronic System Operator shall ensure: (a) Availability of 
information security agreement on information technology 
services used; (b) The availability of a service level agreement; 
(c) 

Security of information and means of internal 
communication are organized. Article 55, paragraph 3: Data 
Preparation of Electronic Signatures as referred to in paragraph 
(1) and (2) must meet the following conditions: (a) The whole 
process of data Making Electronic Signatures guaranteed 
security and confidentiality by the organizers of the Electronic 
Signatures or Support Services Signs Electronic hand; (b) If 
using a cryptographic code, Data Preparation of Electronic 
Signatures must not be easily known from Electronic Signature 
verification data through a certain calculation, within a certain 
time, and with a reasonable; (c) Electronic Signature Creation 
Data stored in an electronic medium that is in the possession of 
Hand markers; (d) Data relating to the Bookmarks Hands 
mandatory stored on the premises or means of data storage, 
which uses the system reliable belonging Organizer Electronic 
Signatures or Support Services Electronic Signatures which 
can detect the change and meet the following requirements: (a) 
Only persons authorized which can enter new data, alter, 
exchange, or replace the data; (b) the identity information can 
be checked for authenticity markers Hands; (c) other technical 
changes that violate security requirements can be detected or 
known by the organizers; (d) Hand markers shall be 
responsible for maintaining the confidentiality and Data 
Preparation of Electronic Signatures. 

Bank Indonesia Regulation No. 9/15 / PBI / 2007; on the 
application of risk management in the use of information 
technology by the commercial banks. 

Article 18 paragraph 2 section B for service providers 
Information Technology: (a) As an affiliated party, the service 
provider shall ensure the security of all confidential 
information including bank and personal data of customers; (b) 
Part of the regulation, indirectly supporting the existence 
Huber, for example, regulations related to information and 
electronic transactions such as UUITE, PPITE, PBIMRTI09 / 
15/2007. 



Emphasis on the importance of information security and the 
necessity Data Center and Disaster Recovery Center in 
Indonesia which apply to all providers of electronic services to 
the public to encourage the need for a reliable security system. 

With the current regulations, each telecommunications 
network operator that has access to customer information, 
either individual or corporate customers, shall maintain the 
confidentiality of such information, except on the orders of a 
judge or other legitimate authority in accordance with the 
provisions of the legislation. In relation to security of data, the 
current telecom service providers as third party service 
providers are not bound to the law or the obligation to maintain 
the security of user data in Indonesia. [8] So a good security 
system can be the answer to the application service users are 
often concerned about the security and confidentiality of their 
data. 

III. SECURITY REQUIREMENTS PLANNING TO FACE THE 

TRAFFIC FLOODING  

A. Research Scenarios 

The methodology used in planning security requirements to 
face the traffic flooding is as follows: (1) Defining the security 
system and the objectives to be achieved, is done by specifying 
the conditions to be achieved where the security is created for 
the business and the network between telecommunications 
network operators and service providers social media; (2) 
Understanding the functions and workings of the components 
of network security architecture, carried out by gathering the 
facts related jaringann security architecture; (3) to analyze and 
formulate requirements network security components are 
assessed for compliance with the security needed to deal with 
traffic flooding. 

B. Planning and Implementation Process 

 In the planning stage, there are three processes that occur in 
parallel. Then the process of implementation is derived from 
the plan. Here's an explanation of each process. 

•  Designing a national backbone network. In this 
process analysis in determining the network link by 
considering the capacity and efficiency of the network 
infrastructure, which is included in the field of 
telecommunications engineering. The process is 
reported in paper [XXX] 

• Strategy and Regulation at national backbone network. 
Analysis in determining the functionality and business 
model of network Huber which is the embryo of a 
national backbone network. The process is reported in 
paper [XXX]. 

• Security Requirements Planning of the national 
backbone network.  In this process analyzes the effect 
of flooding on the QoS traffic, as well as an analysis of 
the security components that must be met to maintain 
QoS 

 Implementation process. In this paper not reported, 
consists of two things: 

• Planning and implementation of data-server and 
backbone.  In this process involves planners of links 
required, along with strategies and regulations. 

• Implementation of the system software security 

C. Security Requirement Planning of National Backbone 

Networking  

1) Resources Planning. At the national backbone 
network, the existing services must be guaranteed by a 
QoS targets, therefore the recommended network 
security model is a model with a centralized resource. 
Each policies, procedures, and processes defined by 
the generic network security. In the case of the 
fulfillment of QoS, flexibility and autonomy is less 
needed with similar objectives. All safety aspects will 
be organized to meet a particular vision, and meet a 
collection of policies. 

2) Identity Management. Common identity 
management applied in the least privileges principle, 
the principle of practicing restrictions on access to 
minimal resources in each module, in this case the 
identity that has been built, without disrupting the 
work and the right to identity. For the implementation 
of identity management to the principle of least 
privileges, there are several aspects that need to be 
considered and met. (a)Functional Requirements. 
On identity administration, in addition to the standard 
features, Identity Recovery mechanisms need to be 
applied so that when a part of the digital identity 
stolen by vandals, the identity can be recovered 
immediately. Then of course there needs to be 
management history for checking trace data, as well 
as applied too Transaction Logging. Control must also 
be met with Policy Management to manage identity / 
profile which is right for a particular transaction. 
(b)Security. Basic security mechanisms must be met, 
such as authentication, confidentiality, integrity, and 
non-repudiation. Because the core mechanism of the 
identity management system is to ensure the 
authenticity of the user. For more services require 
more security, multifactor authentication or 
authentication by a factor of more than just the user-id 
and password to use. (c)Privacy. One guard is the 
minimization of data privacy. Necessary to ensure that 
the data is stored and processed in the service provider 
data is needed. This can prevent the release of data 
that is unnecessary or sensitive to an unauthorized 
person., So that the risk of privacy breaches is reduced 
significantly. (d)Access Control. Restrictions on 
access to resources. Examples of access control list 
that contains the subject, object, and access privileges 
contained in the table II. 

3) Monitoring System. Recording activity (log) that 
utilizes information technology, let alone assault, 
unauthorized scanning behavior must be monitored 
because it can lead to security breaches. Centralized 
log management system or security event 
management is an important thing because one of the 



steps taken by the intruder when successfully entered 
into a system is to remove the entry in the system log. 
Performed in the monitoring system include: 

• Host-based intrusion detection 

• Network-based intrusion detection 

• Event-logging management 

• procedures review & analysis log 

• Conduct a review of security events 

• Compliance assessment evaluation 

• Penetration testing 

4) Secure Intranet. In securing intranets, there are 
several things that can be applied, including physical 
separation, segmentation, VLAN, Firewall and IDS. 
These things are applied to the principle of least 
privileges. As well as efforts to minimize the risk of 
infiltration of the intranet National Network.  

5) Secure Internet and Extranet .Security aspects of 
Intranet and extranet these include :)( i) Perimeter 
Defense. Parts are connected to the outside world 
(Internet), must be separated from the part that is 
connected to the (intranet). Generally done by using a 
firewall and IDS. (ii)Demilitarized Zone. Services 
that can be accessed by the public should be put in 
place that do not interfere with the internal network. 
(iii) Extranet. Extranet access services implemented 
with VPN (Virtual Private Network). VPN must use 
encryption to secure the data. (iv)Deep Packet 
Inspection. Packet inspection methods applied in 
China need to be applied to national backbone 
network to monitor incoming and outgoing traffic 
Indonesia. This is the answer to improve Indonesia as 
the number one source of cyber-attacks. 

6) Physical Security. Security information technology 
infrastructure physically, that security in access to the 
office environment and buildings, access to a 
particular room in a building (egg data centers), 
access to the device (egg servers) within data center, 

and access to the workstation and its peripheral. 
Examples its security by implementing smartcard, 
clear desk policy, surveillance cameras and biometric 
locks. 

IV. CONCLUSION 

Traffic flooding to some extent will affect the reliability of 
the network and degrade QoS, so it is necessary to formulate 
requirements in security systems that minimize the risks and 
impacts. 

The various needs of the Huber system security including: 

• Centralized resource 

• Identity management 

• Monitoring System 

• Secure Intranet 

• Secure Internet and Extranet 

• Physical Security 
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Abstract—Hubber [5] Communication Network in Indonesia 

currently has never existed. This paper reports the design of the 

national backbone network that can be used as a hubber 

communication network. 

Design and simulation using software Net2plan, based on 

abstract components such as nodes, links or route traffic. The 

design allows to be applied in almost every technology. 

Results of the simulation, a hubber communication network 

in Indonesia require 15 vantage point, namely Medan, 

Palembang, Pontianak, Banjarmasin, Jakarta 1, Jakarta 2, 3 

Jakarta, Bandung, Yogyakarta, Surabaya, Denpasar, Makassar, 

Manado, Ambon and Biak. The offered traffic of 18.372 Tbps, 

delay point-to-point with the largest is 32 ms average network 

delay is 7.71 ms that makes this network is able to follow the 

growth of demand for real time voice and video over IP 

Keywords—hubber; national backbone; vantage point; 

Net2plan; offered traffic 

I.  INTRODUCTION  

Referring to the Presidential Decree No. 96/2014 on the 
Broadband Development Plan Indonesia development program 
instructs the data center and network integrated government 
agencies to establish a secure intranet and integrate government 
data center. Presidential Decree implemented by the Ministry 
of Communications and Information Technology in the form of 
program Network Development Government Agencies 
Integrated to integrate network and datacenter all government 
agencies for purposes of e-Education, e-Logistics, e-Health, e-
procurement, e-government and telecommunications for 
emergencies and disasters / Public Protection and Disaster 
Relief (PPDR). 

Existing conditions today, government agencies utilizing 
the backbone owned mobile operator, in other words, using the 
same communication medium used by the public. Based on the 
statistical report released by the ITU, the development of the 
use of information technology and telecommunications, in 
particular on access and ownership of technology-based 
cellular mobile telephone, reaching the point of being awesome 
and increasingly rising from 

year to year. In the context of Indonesia, is experiencing 
growth as well as access to significant growth in the 
availability of information and communication technologies in 
the access category-based mobile telephone services cellular 
network. But in recent developments, the mobile operators we 
are facing problems due to the development of business 
networks and the proliferation of services OTT (over the top 
service). Nowadays, more and more Internet use cannot be 
separated from public life. The development of some 
technologies that are interrelated simultaneously as a mobile 
internet connection, smartphone, telecommunications network 
infrastructure, the realization of hubber communication 
network, and the development of various applications bring a 
new trend that is OTT (over-the-top) service. 

The purpose of this study was 

• Designing a national backbone network for the 
purpose of hubber communication network in 
Indonesia. 

• Comparing the centralized network planning 
scenarios (Vantage Point) and decentralized to be 
applied in Indonesia. 

• Designing a national backbone network that meets 
the requirements of ITU G.114 

• Designing the network capacity needs to be 
installed for network planning until 2020 

II. LITERATURE REVIEW 

A. Internet Access Network Hierarchy  

Internet architecture which is implemented since the early 
2000s based on a multi-tier hierarchical structure. Tier 1 ISP 
(Internet Service Provider) located at the top of the hierarchy, 
followed by Tier 2, regional ISPs and ISP Access at the bottom 
of the hierarchy that connects to the end users. In this scheme, 
Tier 1 ISP connected to another ISP and offer transit services to 
other ISPs in the layer below it. Content is distributed through 
ISP Access or, in some cases, through an ISP located at the 
points were favorable. In the hierarchy, traffic required to 
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ascend and then descend to reach the end users [1]. 

Tier 2 ISPs collect payment from a Tier 3 ISP's bandwidth 
and traffic volume passing through, this relationship is very 
expensive and inefficient also add latency is not required even 
if the source and destination of traffic in close proximity 
geographically. As an alternative to the link-based transit, ISPs 
also use the connective tissue of the Internet Exchange Point 
(IXP) to interconnect. Internet Exchange Point serves a point 
location where ISPs may exchange traffic without bandwidth 
or volume limits. Both networks are usually located in the 
same city, thereby reducing the latency interconnection occurs. 
Internet Exchange Point in Indonesia is Indonesia Internet 
Exchange (IIX) managed by APJII residing on the 
classification of the National Backbone Network Operators in 
the hierarchy of the Internet as shown below: 

Global Internet Exchange (IIX) is a global network-based 
peer Internet exchange points (IXP or IX) used for traffic 
exchange point between Proviers Internet Service Provider 
(ISP) and a larger network again. GIX serving infrastructure 
(routers, Switches, and other support tools), which serves as the 
association of the exchange of traffic between ISPs. This 
reduces cost, redundant, fail-safe, route-based and low latency 
alternative to the more expensive transit links from ISP higher. 
Global Internet Exchange is a higher classification from the 
National Backbone Network Operators on the hierarchy of the 
Internet. 

III. BASIC THEORY FOR INTERNET BACKBONE NETWORK 

PLANNING 

The study began with a search for data in the form Palapa 
Ring network scheme to be built in Indonesia, and user data 
internet services in Indonesia. Which would then be used to 
calculate traffic and determine placement Huber in order to 
meet the predetermined criteria. 

A. Net2plan  

Net2plan is an open-source software based on Java devoted 
to planning, optimization and evaluation of communication 
networks. Originally used as a tool to help teaching courses 
communications network planning. Has now been converted 
into a network planning tool qualified for use by academia and 
industry. 

Net2plan built on an abstract representation of the network, 
called network plan, based on seven abstract components, 
namely: the node, link, route, traffic needs, protection segment, 
shared-risk group and the network layer. Representations 
network-agnostic technology, which means it does not lead to a 
vendor, so it can be adjusted for Net2plan network planning in 
any technology. Information specific technologies can be 
introduced in the representation of the network through a user-
specified attributes attached to one of the abstract components 
mentioned earlier. Some attribute names have been corrected to 
facilitate adaptation of known technology that is an IP network. 

Net2plan implemented as a Java library with the command 
line and graphical user interface (GUI). This GUI is used for 
laboratory sessions as an educational resource, or for a visual 
inspection of the network. Command line interface devoted to 

in-depth research studies, utilizing batch processing or large-
scale simulation features. Therefore Net2plan is a tool that can 
be used in a broad spectrum of users, the user industry, 
research and academia. 

Some of the tools provided by net2plan to perform network 
planning is: 

Offline network design: designed to evaluate network 
planning generated by an algorithm that has a built-in or user-
defined, evaluate several aspects such as network topology, the 
traffic, the capacity of the link, route protection and others. 

Traffic matrix generation: designed to help users in the 
process of creating and normalize the traffic matrix. 

Resilience simulation: simulates the operation of the 
network, where the failure of link and node appear randomly to 
evaluate the performance of availability of the scheme of 
protection / restoration are built-in or user-defined. 

Time-varying traffic simulation: simulates the operation of 
the network, where the volume of traffic that are required will 
change with time depending on the pattern of change built-in or 
user-defined. 

Connection-admission-control simulation: simulates the 
operation of the network, where traffic demand is the source of 
the connection request. Algorithms used to evaluate the 
connection-admission-control that dynamically allocates 
resources to the connection request. 

Reporting: Net2plan allows creating reports based 
algorithm built-in or user-defined, from any network design. 
Report generation tool is integrated in all the previous 
functions, so it is possible to create reports collecting measures 
of performance in every aspect. 

Calculation traffic is using teletraffic theory which usually 
requires the capacity of a network using Erlang. Some things 
that need to be considered in the simulation using this Net2plan 
are: 

• The average length of the packet is 340.46 bytes 

• Binary rate per Erlang is 1 Gbps 

• Precision factor is 3 digits after the decimal point 

• Follow the propagation speed of light in fiber 
propagation speed is 2*(10^ 8) m / (s^2) 

A national network for the purpose of hubber 
communication network is a network that is built based data 
communications based on IP, technically could be interpreted 
as a network that uses a lot of data servers in various locations 
spread is also supported by the telecommunication networks 
appropriate, so can offer the best quality to end users. 

Network platform closer to the existing content on the 
primary server to the server that is closer to the end users. 
Because there is a cache in Huber network server that will store 
the content that was originally located on the main server. The 
content of the main server does not need to be transferred over 
the network whenever end users make requests, the Cache 
contents are copied to the cache servers located near end users 



who make requests without affecting other tissues, then every 
request over the content will be served by the cache server. 

There are two alternative strategies for implementing 
national hubber communication network network. The first 
strategy, built a large content distribution centers in strategic 
locations and linking centers of high-speed connection to the 
ISP, which formed a distribution center at Vantage Point (VP) 
are at once close to the major ISPs. And the second strategy, 
the network using a cache server that is in the ISP. 

The first strategy has a simple management overhead, but at 
the expense of response time. The second strategy has optimal 
performance in terms of response time because of its location 
so close to the end users, but management and more complex 
server deployment. Modeling in this study using a vantage 
point, where each vantage point has a coverage area that will 
be served. So we get the advantage in terms of a very high 
QoS, Cost of Network Infrastructure that is more efficient than 
putting in the ISP cache. 

B. Traffic Forecast 

 Results forecast of telecommunication traffic in Indonesia 
is shown in the graph below 

TABLE I.  INTERNET TRAFFIC FORECAST 

Year  # Data (GB)  
# User 

(Million)  

Data per User per 

Year (GB) 

2010 22,927 86.1  0.266 

2011 50,887 111.5 0.457 

2012 121,747 127.0 0.958 

2013 251,204 148.3 1.693 

2014 482,207 156.6 3.080 

2015 773,191 182.0 4.248 

2016 1,161,422 200.8 5.783 

2017 1,636,350 219.6 7.450 

2018 2,197,977 238.4 9.218 

2019 2,846,300 257.3 11.064 

2020 2,912,154 276.1 10.548 

IV. PLANNING A NATIONAL NETWORK FOR THE PURPOSE OF 

HUBBER COMMUNICATION NETWORK IN INDONESIA 

A. Vantage Point Determination  

Fifteen locations were chosen vantage point is: 

1. Medan, which will serve traffic from Aceh, North 
Sumatra, West Sumatra and Riau. 

2. Palembang, which will serve traffic from Jambi, South 
Sumatra, Bengkulu, Lampung, Bangka Belitung and Riau 
Islands. 

3. Jakarta 1, which will serve the traffic of Jakarta and 
Banten as well as being a liaison with the network of 
Singapore. 

4. Jakarta 2, which will connect traffic from the central and 
eastern part of Indonesia with a network of Singapore. 

5. Jakarta 3, which will connect traffic from the western 
part of Indonesia with a network of Singapore. 

6. Bandung, which will serve traffic from West Java 

7. Yogyakarta, which will serve the traffic of Central Java 
and Yogyakarta. 

8. Surabaya, which will serve the traffic from the area of 
East Java. 

9. Denpasar that will serve traffic from the area of Bali, 
NTT and NTB. 

10. Pontianak, which will serve traffic from West 
Kalimantan, Central Kalimantan. 

11. Banjarmasin, which will serve the traffic from South 
Kalimantan and East Kalimantan. 

12. Makassar, which will serve the traffic from South 
Sulawesi, West Sulawesi and Southeast Sulawesi. 

13. Manado, which will serve the traffic from North 
Sulawesi, Gorontalo and Central Sulawesi. 

14. Ambon, which will serve the traffic of Maluku and 
North Maluku. 

15. Biak, which will serve the traffic from the area of West 
Papua and Papua. 

Selection of points is based on the vantage point Palapa 
Ring network to be built in Indonesia, along with the number 
of users who will be using OTT services. 

Palapa Ring is shown in figure 2 and the national backbone 
topology is shown in figure 3 

 

Fig. 1. National Government Network (Palapa Ring) 



 

Fig. 2. National hubber communication network 

B. Topology & Network Capacity Analysis 

Design a national hubber communication network is a 
network that is a point of liaison between the various points of 
the Internet network Indonesia and also the global Internet 
network, so the network is designed to be able to accommodate 
all the traffic in Indonesia. 

Number of vantage points in the design there are 15 dots, 
each representing their respective areas as well as some 
surrounding areas is still possible to be covered within a point 
of vantage point. The number of links is installed in the 
network are 46 pieces of link, which connects each point 
vantage point is bidirectional. The average number of links per 
node (average node in / out degree) is 3.067. Average length of 
biggest roads between all pairs shortest path (network average 
diameter) is 5 hops, 5330.048 km, and 26,7ms. The average 
total installed capacity links on the entire network is equivalent 
to the Erlang 58437.376 5,84E + 4Gbps. An average of 
805.450 km link distance, the average distance between the 
nearest 2,514 hops hop is equivalent to 1886.905 km 

 

 

 

 

TABLE II.  NETWORK ANALYSIS 

Metric Value 

Number of nodes 15 

Average number of links 46 

Average node in/out degree 3.067 

Average network diameter (ms) 26.7 

Average total capacity installed (Erlangs; 

bps) 

58437.376;  

5.84e+13 

Average link distance (km) 787.304 

Network diameter (hops) 5 

Metric Value 

Network diameter (km) 5330 

Average shortest path distance (hops) 2.514 

Average shortest path distance (km) 1886.905 

C. Traffic Analysis 

Design a national hubber communication network is a 
network that is a point of liaison between the various points of 
the Internet network Indonesia and also the global Internet 
network, so the network is designed to be able to accommodate 
all the traffic in Indonesia. 

Number of vantage points in the design there are 15 dots, 
each representing their respective areas as well as some 
surrounding areas is still possible to be covered within a point 
of vantage point. The number of links is installed in the 
network are 46 pieces of link, which connects each point 
vantage point is bidirectional. The average number of links per 
node (average node in / out degree) is 3.067. Average length of 
biggest roads between all pairs shortest path (network average 
diameter) is 5 hops, 5330.048 km, and 26,7ms. The average 
total installed capacity links on the entire network is equivalent 
to the Erlang 58437.376 5,84E + 4Gbps. An average of 
805.450 km link distance, the average distance between the 
nearest 2,514 hops hop is equivalent to 1886.905 km. 

TABLE III.  TRAFFIC ANALYSIS 

Metric Value 

Number of demands 210 

Average total offered traffic (Erlangs; 

bps) 

6068.788; 

 6.07e+12 

Average offered traffic per node 

pair (Erlangs; bps) 

28.899; 

 2.89e+10 

Average blocked traffic (%) 0 

Average over-subscribed traffic (%) 0.038 

Total offered traffic (Erlangs; bps) 
5340.982; 

5,340,981,578,348.355 

Total carried traffic (Erlangs; bps) 
5340.982 

(5340981578348.355) 

Average offered traffic per demand 

(Erlangs; bps) 

25.433; 

25,433,245,611.183 

Average carried traffic per demand 

(Erlangs; bps) 

25.433 

25,433,245,611.183 

Blocked traffic (%) 0 

Avg. number of hops 2.447 

D. Delay Analysis 

As seen from the table III, the average delay of the network 
designed is 8.27 ms which is an end-to-end average delay in 
getting by a randomly selected packet in the network. Delay a 
link of this network is the largest delay from Banjarmasin to 
Manado with delay reaching 9.87 ms. 

Delay end-to-end delay of the largest Biak to Palembang is 
35.6 ms. According to ITU recommendation G.114 IP network 
delay one-way trip from a point to another point for real-time 
communication quality is less than 150 ms or 300 ms for 
international calls [2], one-way latency delay from a point to 



another point in interactive video communication also requires 
no more than 150 ms [3]. 

Delay of 35.6 ms for IP networks is now entering the 
comfort standard voice and video communication in realtime 
recommended by the ITU. Because the convenience of the 
users as well as video phone service will be interrupted when 
the round trip delay of 250 ms, and the phone will begin to talk 
to each other simultaneously [4] 

TABLE IV.  DELAY ANALYSIS 

Metric Value 

Number of demands 210 

Average total offered traffic (Erlangs; 

bps) 

6068.788; 

 6.07e+12 

Average offered traffic per node 

pair (Erlangs; bps) 

28.899; 

 2.89e+10 

Average blocked traffic (%) 0 

Average over-subscribed traffic (%) 0.038 

Total offered traffic (Erlangs; bps) 
5340.982; 

5,340,981,578,348.355 

Total carried traffic (Erlangs; bps) 
5340.982 

(5340981578348.355) 

Average offered traffic per demand 

(Erlangs; bps) 

25.433; 

25,433,245,611.183 

Average carried traffic per demand 

(Erlangs; bps) 

25.433 

25,433,245,611.183 

Blocked traffic (%) 0 

 

V. PLANNING A NATIONAL NETWORK FOR THE PURPOSE OF 

HUBBER COMMUNICATION IN INDONESIA 

National hubber communication network architecture with 
the following results. 

1. The number of vantage points is 15 points, namely 
Medan, Palembang, Pontianak, Banjarmasin, Jakarta 1, Jakarta 
2, 3 Jakarta, Bandung, Yogyakarta, Surabaya, Denpasar, 
Makassar, Manado, Ambon and Biak. 

2. Diameter Network 5 hops which is equivalent to 5330 
km. 

3. Total offered traffic is Erlang 5340.982 equivalent to 
5,34Tbps. 

4. Total Carried traffic is Erlang 5340.982 equivalent to 
5,34Tbps. 

5. Blocked traffic 0%. 

6. Delay biggest link is 9.87 ms from Banjarmasin to 
Manado and vice versa, delay end-to-end network is the largest 
in 35.6 ms from Biak to Palembang. End-to-end delay is still 
meet the standards of real-time communications using IP such 
as VoIP and video conferencing. 
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Abstract—Hubber system is proposed as a solution for 

Indonesian Telecommunications problem in the era of global 

trend, where the sustainability of Indonesian 

Telecommunications operators is threatened as the result of the 

evolvement of OTT communication service (IP-based) that 

substitutes the traditional operator’s communication services 

(non IP-based), SMS and telephony. The definition of hubber as 

proposed is: a hub for IP-based communication between OTT 

provider or global CDN with Indonesian network provider that is 

embodied in Telecommunications network and distributed data 

center infrastructure. As a Point of Interconnection, hubber has 

administrative aspect, business aspect, and technical aspect. 

Revenue forecasting has been done to Telkomsel – the largest 

Indonesian operator, and the result shows that Telkomsel’s 

revenue will go down for the first time in 2015. To achieve 

positive 7% revenue growth, Telkomsel has to set its revenue 

target from hubber of 4.83 trillion Rupiahs in 2015 with a steady 

increase in annual growth and reaching almost a tenfold increase 

in value, 46.14 trillion in 2020. 

Keywords— hubber, OTT, Telecommunications operators 

I.  INTRODUCTION 

The use of Internet has been growing rapidly in recent 
decades. The development of technologies has led to a trend of 
new service: OTT (over-the-top) service. 

While hubber concept has not been implemented in 
Indonesia, most Telco services through OTT can be consumed 
with low price or even free of charge because OTT providers 
rely their profits from advertisement, application sales, and in-
app purchase. OTT services have been widely substituting the 
legacy services of telecom operators, especially telephone and 
SMS. Meanwhile, operators need to invest heavily to comply 
the traffic demand as the result of OTT trend, because the use 
of OTT is very intense and the delivered contents need very 
high bandwidth. In contrast, most Indonesian Internet services 
that are offered by Telco operators and popularly used are time 
based, for example, unlimited volume per month, so traffic 
from OTT does not contribute much to Telco operators’ 
revenue. 

If this trend continues, the national Telco operators will 
suffer losses, even though they are also needed by OTT 
providers to distribute their services to their end consumers. 
Meanwhile, in Indonesia, there has not been an effective 
regulation related to the relationship between the Telco 

operators and the OTT service providers. 

II. STUDY OF THE OTT 

Over-the-top (OTT) service refers to the form of services 
provided via the Internet, by utilizing the traditional service 
provider network canal [1]. In line with the above definition, 
reference [2] defines OTT providers as service providers 
offering only Telecommunications services without dealing 
with Telecommunications networks needed to distribute them, 
and only rely on the worldwide Internet network. 

OTT services can be classified into communication services 
and content services [1]. OTT providing communication 
services is currently a problem for the Telco because those 
services substitute Telco’s legacy communication services such 
as telephony and SMS. 

With the presence of OTT, traffic on the network is no 
longer dominated by the voice traffic, but by the data [3]. 
These changes in characteristics of the traffic changes the 
revenue of Telco operators. Telco operators must continue to 
pay to increase data capacity in order to maintain service 
quality. Meanwhile, the gain by Telecommunications operators 
tend to have linear growth. Increased costs are not proportional 
to the increase in revenue. This makes Telco’s existences are 
being threatened by OTT. 

The emerging campaign of net neutrality principle became 
one factor that makes Telco operators do not have many 
options to react to the threat of OTT. The definition of net 
neutrality proposed by Tim Wu is "a principle behind an anti-
discrimination in the networks that give users the right to use 
any network attachments or applications as long as they are not 
harmful.” There is a contradiction between Telco’s business 
benefit and neutrality of the network [4]. 

III. STRATEGY PLANNING PHILOSOPHY 

Increasing use of the Internet service in Indonesia in recent 

years turned out to be contrary to the national Telco’s revenue 

growth. According to data from Indonesian ICT ministry in 

2013, the three major cellular operators in Indonesia, Telkom, 

Indosat and XL has been experiencing a dominant negative 

total revenue growth from 2007 to 2011 [5]. 

In particular, Telkomsel as the largest mobile Telco 

operator in Indonesia also experienced a decline in revenue 

growth of a few years back. Analysis of operational data from 
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the annual report in the period of 2008 to 2014 revealed that 

the cause of the decline in revenue growth of Telkomsel is the 

same as the cause of a decrease in revenue of Telco operators 

in many countries. The growth of SMS and telephony service 

usage has been decreasing, on the other hand, data services 

usage has been experiencing rapid growth. As a consequence, 

a high investment for data service infrastructures should be 

performed, and that can be seen from the growing number of 

BTS 3G/4G from year to year, while revenue from data 

services, which generally are time based and not volume 

based, has been slowly growing, and those conditions cause a 

decrement in ARPU. Because the growth of users tends to 

decline, the growth of revenue is predicted to be declining as 

well. 

OTT is a service that occupies the data pipe belonging to 

Telco operators. To access global OTTs, the access to OTT 

data centers abroad is needed. Communication with the OTT 

which mostly have a client-server protocol (with or without 

CDN) requires that a message first sent OTT server and after 

that is sent to the destination, although the location of the 

sender and recipient are much closer geographically compared 

to OTT server location. That is one factor that makes 

communication in Indonesia inefficient. 

OTT-related problems are existed not only in Indonesia, but 

also in most countries in the world that have Internet access, 

both developed and developing countries. According to the 

reference [6], the countries in the world have been making and 

implementing national policies and regulations regarding OTT 

services according to their jurisdictions, which tries to answer 

the problems posed by the presence of OTT. Regulation that is 

applied in various countries has its respective context, 

motivation, and environment. 

From the philosophy explained above, hubber system 

design has a main objective to maintain Telco operators’ 

revenue growth by creating new sources of revenue and 

reducing cost. 

In addition to the main objective, hubber is also created to 

meet additional objectives, namely: 

• Enhancing information security and national 

sovereignty 

• Enhancing the resilience of the national economy 

• Improving the quality of national Telecommunications 

 

IV. STRATEGY AND REGULATION PLANNING FOR HUBBER 

SYSTEM 

A. Strategy Planning in Implementing Hubber 

Hubber system is required to bridge the traditional 

Telecommunications era to the future Telecommunications 

era. In the era of traditional Telco, access and services are 

provided solely by Telco operators, and customers only can 

use services that is provided by the operator which they are 

subscribed to. In the future of Telecommunications era, 

customers can use various services from various service 

providers (SP) as well. This means that OTT services will be 

shifted upward and become the ‘top service’. These changes 

are illustrated with figure IV.1 and IV.2. 

 
Figure IV.1 Traditional Telecommunications 

 

  
Figure IV.2 Future Telecommunications 

 

B. Regulation Planning of Hubber System 

Hubber network regulation proposed in this paper covers: 

the scope of hubber, hubber definition, hubber roles and 

responsibilities, and hubber business model. 

• Scope of Hubber 

1. Hubber is an IP-based communications link 

2. Hubber connects Indonesian Telco operators with OTT 

or global CDN 

3. Hubber is a local CDN 

• Hubber Definition 

Definition of hubber proposed in this paper are: a hub for 

IP-based data communications between OTT or global CDN 

provider with Telecommunications providers that provide 

Internet access to users in Indonesia, which has a special 

infrastructure consisting of Telecommunications infrastructure 

and distributed data center. In hubber system, OTT service 

users in Indonesia subscribe to internet service from Telco 

operators to get access, and Telco operators connect with OTT 

services provider through the hubber. Basically, hubber does 

not manipulate or interpret the data packets communicated 

between users and OTT providers. 

 
Figure IV.3 Hubber System 

 

In this paper, hubber is also described with the term PoI 

(Point of Interconnection) between Telco Indonesia with OTT 

or global CDN. Hubber as a PoI mentioned in this paper has 

administrative, business, and technical aspect. Physical 



network connection which supports hubber system is just a 

part of the technical aspect of the PoI. 

• Roles and Functions of Hubber 

Roles and functions of the hubber in proposed regulation is 

as follows: 

1. Managing the relation between OTT provider and 

global CDN with national Telco operators 

2. Running the local CDN functionality 

3. Managing network security management 

4. Maintaining QoS and GoS to the customer together 

with Telco operators 

• Hubber Business Model 

In terms of business, the presence of hubber changes best 

effort service distributed via the Internet into a new form of 

service with the QoS. Some OTT providers that choose to 

connect to their users in Indonesia via hubber can guarantee 

the quality of their services to their customers in accordance to 

the selected class of service. 

 

 
Figure IV.4 Traffic Flows in Hubber System 

 

1. OTT providers can put the contents, data, and 

applications that are frequently accessed by Indonesian 

customers on the hubber server. In addition, the traffic 

from OTT providers to Indonesian users and vice versa 

are passed through hubber network. 

2. Hubber network distributes the traffic from OTT to 

network operators in Indonesia and vice versa. 

3. For communications between users in Indonesia, OTT 

traffic especially static content is served by hubber 

server. 

4. Customers are connected to the Internet, especially 

OTT services only through Telco operators. 

 

Furthermore, in the figure IV.5 and IV6, the service 

exchange and expected fee are illustrated and explained. 

 

 
Figure IV.5 Service Interaction in Hubber System 

 

 
Figure IV.6 Billing in Hubber System 

  

 In hubber system, the concept of OTT service subscription 

fee is introduced. The subscription fee is paid by the customer 

and then divided to both OTT providers and Telco operators 

as an additional revenue. The proposed payment mechanism 

of the OTT subscription fee is using the prepaid or postpaid 

system that conforms to the Internet subscription mechanism 

for respective customers. This mechanism chosen in order to 

facilitate the implementation and supervision of the payment. 

The payment mechanism is illustrated in figure IV.7. 

 

 
Figure IV.7 Payment mechanism in Hubber System 

 

1. Users make payment with prepaid or postpaid 

mechanism for Internet services like they do in pre-

hubber system. In addition, users also pay a 

subscription fee for OTT services that they want to use, 

symbolized as a number X. The amount of X depends 

on the service level (class of service) selected by the 

customer. 

2. From the payment X, Telco operators received some 

portion of it as a consequence of the use of their 

resource in delivering the OTT services. The other 

portion, called Y, is given to hubber. 

3. Y is received by OTT providers as a subscription fee 

for their services. 

 

The existence of the class of service is also proposed in 

hubber system, allowing customers to choose the level of 

service from one OTT provider according to the customer's 

needs and capability. Examples of the class of service 

implementation in hubber system is as follows: 

 
Table IV.1 The Example of Class of Service Proposed in Hubber System 

CLASS AVAILABLE SERVICES CHARGE 

3 Only reading Free 

2 Class 3 service + texting Charged 

1 Class 2 service +sharing file 
Charged (higher 

price) 

 

C. Hubber Business Simulation 

In this business simulation, a forecast is conducted using 

data from Telkomsel as a representative Telco operators of 

Indonesia to determine the Telco operators’ revenue target 

from hubber. The principle used in this forecast is that the loss 

of income from the Telco operators’ legacy services – 

telephony and SMS – are replaced by income from a new 

source, in this case, hubber. Telkomsel’s total revenue growth 



determined in advance in accordance with the national GDP 

growth target, and Telkomsel’s revenue target from hubber is 

determined to cover the loss of revenue from the SMS and 

telephony, so that Telkomsel’s revenue growth target can be 

achieved. Using national GDP as a reference, the value of 7% 

is used as the linear target value of the revenue growth. 

Forecasting in this simulation is done with time-series 

extrapolation method of the existing annual growth values [7]. 

Business simulation calculations yield predictions and 

targets as shown in the figure IV.8. 

 

 
Figure IV.8 Result of Hubber System Business Simulation 

 

 From figure IV.8: 

• Existing Revenue: revenue value in the annual report. 

• Predicted revenue: revenue calculation as the result of 

predicting and summarizing the values of SMS, 

telephony, and Internet volume from year to year. This 

is calculated with assumption that hubber is not 

implemented. 

• Targeted revenue: target values that is obtained by 

setting the annual growth rate of 7%. 

• Revenue from hubber: additional revenue for 

Telkomsel with assumption that hubber system is 

applied, originated from the OTT subscription fees 

from the customers. 

 

From the business simulation that has been done, the 

revenue target of hubber operator is calculated, and the result 

is indicated by the the cross-marked line in figure IV.8. It can 

be seen that the value of operator’s revenue from hubber 

implementation is increasing every year. This is in line with 

the trend that the use OTT service (IP-based communications) 

as the main communication services will continue to increase 

while SMS and telephony will be gradually decreased until 

completely replaced by IP services. 

 

 

 

 

 

 
Table IV.2 Determining Telkomsel’s Revenue Target from Hubber 

Year 
Targeted Revenue (Trillion 

Rupiahs) 

2015 4.83 

2016 11.22 

2017 18.81 

2018 27.32 

2019 36.48 

2020 46.14 

 

For the next calculation, proposed a 50:50 profit sharing 

between OTT and Telkomsel. This assumption is used because 

of the initial idea where OTT and Telco have the same 

significant role in operating communications services. Thus, 

total revenues from hubber implementation can be determined 

by summing Telkomsel’s revenue target from hubber and 

OTT provider’s target revenue from huber. 

 
Table IV.3 Determining Hubber ARPU 

Year 

Total revenue from 

hubber 

implementation 

(Trillion Rupiahs) 

Data enabled 

customer 

(thousands) 

Hubber ARPU 

(Rupiahs per 

months) 

2015 9.65 71791.30 11204.10 

2016 22.43 74539.11 25080.57 

2017 37.63 76518.46 40977.48 

2018 54.63 77983.57 58379.77 

2019 72.97 79094.35 76880.18 

2020 92.27 79954.30 96173.13 

 
Hubber ARPU as shown in the rightmost column of table 

IV.3 is the cost that a customer is expected to pay in addition 
to Internet cost each month. Hubber ARPU value is expected 
to increase every year. This ARPU hubber is the expected 
average of the total subscription cost of a customer for all 
OTTs that is used, because in the OTT era a customer can 
subscribe to more than one OTT providers. Therefore, the 
more OTT providers are connected via hubber, the more 
affordable is target subscription fee per OTT. 

The increasing hubber ARPU target is in line with the 
increasing hubber deployment target, so that OTT services 
with guaranteed QoS can be enjoyed and the better quality of 
OTT communication services can be experienced by more 
customers in Indonesia. 

V. CONCLUSION 

 Hubber system is needed in Indonesia to maintain the 

existence of Indonesian telecom operators facing the global 

trend where non IP-based communication services are 



gradually replaced by IP-based communication services 

provided by OTT providers. 

 Hubber system in Indonesia is proposed to comply these 

regulation points: 

• Huber definition: a hub for IP-based data 

communications between OTT or global CDN provider 

with Telecommunications providers that provide 

Internet access to users in Indonesia, which has a 

special infrastructure consisting of 

Telecommunications infrastructure and distributed data 

center. 

• Roles of hubber: managing the relationship between 

OTT or Global CDN with national Telco, performing 

the function of a local CDN, managing network 

security management, and maintaining QoS and GoS 

services to the customer. 

• In the new business model, hubber system offers 

changes from today OTT services which is best effort 

via the Internet into a service that has a QoS. This is 

manifested by the OTT subscription fee which is then 

divided as revenue for both OTT providers and Telco 

operators. Meanwhile, traffic from OTT providers who 

do not cooperate with hubber still pass through the 

network as best effort traffic.  

 Based on the results of business simulation done on 

Telkomsel, it is predicted that Telkomsel’s revenue will go 

down for the first time in 2015. To achieve positive 7% 

revenue growth, Telkomsel has to set its revenue target from 

hubber of 4.83 trillion Rupiahs in 2015 with a steady increase 

in annual growth and reaching almost a tenfold increase in 

value, 46.14 trillion in 2020. 
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Abstract—This paper aims at evaluating bit error rate (BER) 
performance of optical inter platform link using intensity 
modulation/direct detection (IM/DD) with on-off keying (OOK) 
and an avalanche photodiode (APD) receiver based on analyzed 
theoretically. The atmosphere is not an ideal communication 
channel. Atmospheric turbulence is one of the main impairment 
affecting the operation of optical inter platform link. The log 
normal distribution is used as inter-HAP channel model to 
describe the effect of atmospheric turbulence. The BER 
performance is theoretically derived with taking into account 
various FSO link  conditions and  receiver parameters. The 
numerical results ilustrate that the optimal APD gain to achieve 
minimum BER depends on data rate, the link distance, and 
atmospheric turbulence strength. 

Keywords—component; avalanche photodiode (APD), optical 
interplatform link, atmospheric turbulence, log normal 
distribution. 

 

I.  INTRODUCTION  
High altitude platform station (HAPS) is proposed as a new 
means for wireless system delivery method [1]-[2]. HAPS has 
many advantages compared with existing terrestrial or satellite 
system. Therefore, HAPS is envisaged as a complimentary 
wireless system that the terrestrial or satellite cannot be cost 
efficiently deployed anymore. With the position of 
approximately 17-22 km above the ground, HAPS is very 
promising to deliver many kind of services. For example for 
earth observation and location based monitoring system, early 
warning system, broadcasting system, and of course for mobile 
telecommunication services. HAPS is also able to be connected 
with terrestrial system and satellite system for backhaul 
communication. 
 Performance of HAPS channel for mobile communication 
has been addressed in some literatures [3]-[7]. The channel 
characteristic of HAPS for downlink and uplink tend to follow 
Ricean fading channel rather than Gaussian or Rayleigh [1]. 
The propagation signal in HAPS communication is dominated 
by direct line of sight signal. However, for inter-platform link 
performance, there is no so much result has been published. 
 Free space optical communication is an optical 
communication technology that offers extremely high 
bandwidths, implying that  it can suppot high data rates. FSO 
communication technology has many advantages compared to 

microwave technology. Because of that,FSO systems is 
considered as attractive solution for high-data rates last-mile 
link communications. Some possible applications of  FSO are 
inter-satellite links (ISL) in satellite networks, links for deep 
space missions, links between unmanned aerial vehicles (UAV) 
and High Altitude Platforms (HAPs), and data links from 
geostationary satellites (GEO) to earth ground stations [8]. 
Optical Inter Platform Links (OIPLs) is a term for optical link 
that connects two HAPS (High Altitude Platform Stations). 
Optical inter platform links can be used to build up 
stratospheric back haul network independent from terestrial 
ground network [9]. 

In FSO communication, the atmospheric turbulence is a 
major impairment over FSO links. Atmospheric turbulence is a 
phenomenon caused by inhomogenities in the index of 
refraction  known  as scintillation, which could deteriorate the 
quality of the the received signal and lead to an increase in the 
bit error rate of the FSO systems [10]. Beside the atmospheric 
turbulence, performance of optical interplatform link are 
degraded by the geometric loss and atmospheric attenuation 
caused by the absorption and scattering processes [11]-[12]. 

The intensity modulation with direct detection and on-off 
keying (OOK) scheme is mostly deployed in commercial FSO 
systems because of the simplicityin design and implementation 
[12]. In long distance optical communication, the 
AvalanchePhoto Diode (APD) is generally used as 
photodetector owing to its internal gain. Performance of APD 
is better than PIN diode when the received power levels are 
low [13].The higher gain of APD doesn’t imply the better 
performance. Since the performance will degrade after beyond 
a certain gain. So, the optimum gain of APD has to be 
determined to achieve minimum BER. 

In this paper, optical inter platform link with IM/DD and 
OOK scheme using APD receiver has been observed.Bit error 
rate has been chosen as  performance parameter of optical inter 
platform link in the presence of atmospheric turbulence. For 
inter-HAPS link, because of lower density of particles and gas, 
the random attenuation due to atmospheric turbulence is weak 
[13]. In case of weak turbulence,  log-normal distribution can 
be used to model random process of atmospheric turbulence. 
The impact of the receiver noise, such as APD shot noise and 
thermal noise are taken into account. 

The remainder of the paper is organized as follows. Section 
II describes the system description. In section III,  channel 



model, including atmospheric turbulence, attenuation and 
geometric loss on BER analysis is presented. In section IV, 
BER expression are derived. The numerical results is discussed 
in section V. The conclusions are presented in section section 
VI. 

 
II. SYSTEM DESCRIPTION 

Current technology that used for optical inter sattelite link 
(OISL) should be suitable for atmospheric OIPLs. Fig. 1. 
ilustrates optical link inter platform using IM/DD with OOK 
scheme and APD receiver. At the transmitter terminal,  block 
modulator IM/OOK modulates information bits in electrical 
signal and generates output intensity of the laser source that 
represents information bits. Then, block transmitter telescope 
directs and determines the size of the laser beam. Laser beam 
travels through the atmospheric channel to the receiver 
terminal. At the receiver terminal, telescope narrows the laser 
beam and forwards it to the APD photodetector. APD converts 
optical signal into electrical signal [14]. 

The APD photodetector receives optical signal and can be 
expressed as, 
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wherex represents the information ‘on’ (2Pt) or ‘off’ (0) bit, 
ais total link loss and I is the received field intensity in 
presence of atmospheric turbulence, and Pt is the average 
transmitted optical power . 

The output of APD photodetector generates the electrical 
signal in ‘on’ and ‘off’ states which is expressed by, 
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where g represents average gain APD and R is responsivity of 
APD. The total APD receiver noise is stated by n and differen 
is ‘on’ and ‘off’ states (noffand non). 

Noise receiver can be modeled as the stationary Gaussian 
random process with the zero-mean value and variance [15]. 
The total receiver noise is caused by shot noise, thermal noise 
and dark current.With dark current is negligible, so it can 
beexpressed as, 
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where 2

thσ  represents the variance of thermal noise and 2
shσ  

is shot noise variance.  
Variance of thermal noise 2

thσ  can be expressed as, 
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Fig. 1 Inter-platform link. 
 
 
where kBis Boltzmann constanct, T is the receiver’s 
temperature in Kelvin, RLdenotes APD’s load resistance, Fn is 
he amplifier noise figure and ∆f is symbol’s effective noise 
bandwidth, here stated that ∆f = Rb/2 , Rbdenotes the bit rate. 

Different from thermal noise, shot noise depends on the 
APD parts. The atmospheric turbulence causes the fluctuation 
in the received field intensity leads to uncertain in the shot 
noise variance. The shot noise variance can be expressed as, 
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where  q is an electron charge and FA is the excess noise factor 

and can be stated, 
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where kA is the ionization factor. 

The variance of the total noise APD receiver can be 
expressed as, 
 

               

⎪
⎪
⎩

⎪⎪
⎨

⎧ +
=

off
on

fF
R
Tk

fPRIFqgfF
R
Tk

n
L

B

tAn
L

B

n

∆

∆∆
σ

4

224 2

2            (7) 

 
III. INTER HAPS LINK CHANNEL MODEL 

A. Structure Parameter  Index Refractive (Cn
2) 

In atmospeheric turbulence, the structure parameter, )(2 hCn , 
represents the total amount of energy contained in the 
stochastic field of the refractive index fluctuations [16]-[20]. It 
is a measure of optical turbulence strength and required for the 
calculation of important fading related parameters like the 



scintillation.  In this paper, the altitude profile for the parameter 
2
nC   is generated using the Hufnagel-Valley (H-V) model. The 

H-V model is expressed as a function of height as follows, 
 

)100/exp()0()1500/exp(107.2

)1000/exp()10/()27/(1094.5)(
216

5232

hh

hhvh

C
C

n

rmsn

−+−××+

−××××=
−

−

     (8) 
 
where h is the altitude in meters, vrmsis the rms wind speed in 
m/s and )0(2

nC is the structure constant at level ground. 
  
B. Scintillation Index 
The intensity Scintillation Index (SI) is defined as the 
normalized variance of irradiance fluctuations. For such a high 
divergence and a long propagation paths, the Gaussian beam 
wave is close to a speherical wave in terms of scintillation [2]. 
Scintilattion index is expressed as, 
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is the oprical wave number; L is the length of optical link; D is 
the receiver’s aperture diameter). 
 
C. Link Loss 
The link loss consist of atmospheric attenuation and geometric 
loss. The atmospheric attenuation is caused by absorption and 
scattering both molecular and aerosol in the air. While the 
geometric loss depends on the angle of divergence of the 
transmitter telescope and the area of the receiver’s aperture. 
Total link loss can be expressed as, 
 

                               ( ) )exp(2 L
L
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−=                            (10) 

 
where D is diameter of the receiver’s aperture, θdenotes 
divergence angle, L is link distance and βv is extinction 
coefficient. 
 
D. Turbulence Model 
An inter-HAP channel, under the influence of IRT, can be 
modellede as a scintillation channel with fades and surges. In 
case of weak turbulence, generally the influence of turbulence 
is modelled as a random process with log normal distribution 
[9]. The probability density function  (PDF) of the log normal 
model is given by, 
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where is the scintillation index defined in (9). 
 
 

IV. INTER HAPS LINK PERFORMANCE ANALYSIS 

The conditional BER of  FSO system using IM/DD with OOK 
depends on the Q-parameter and can be expressed by, 
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where Q-parameter is given by, 
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TThe average BER over lognormal fading channel is obtained 
by, 
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The equation (14) can be simplified by using the Gauss-
Hermite approximation, so it can be stated, 
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where wi and xi are the weights and zeros of the Hermite 

polynomial, respectively. 
 
 

V. NUMERICAL RESULTS AND DISCUSSION 

In this section BER analysis of the free space optical system 
link using APD receiver over atmospheric turbulence channel 
is presented. Log-normal distribution is used to model random 
process of atmospheric turbulence for inter-HAP link channel. 
In this paper, the optical link connects two HAPS that both 
located at same heightat 20 km from the earth’s surface. Based 
on fig.3 in [13], for wavelength 1550 nm, we choosethe 
attenuation coefficient is  4.8x10-4 km-1.  The other values of 
system parameters and constants are given in Table 1. 



TABLE I  CONSTANTS AND SYSTEM PARAMETERS. 
 

Parameter (symbol) Value Unit 
Average transmitted power 
(Pt) 30 dBm 

Optical Wavelength (λ) 1.55µ m 

Boltzmann Constant (kB)  1.38×10^–
23 W/kHz 

Electron charge (q) 1.6x10^019 C 
APD load resistance (RL) 50 Ohm 
Amplifier noise figure (Fn) 2  - 
Ionization factor (kA) 0.025  - 
Responsivity (r) 0.8 A/W 
Receiver Temperature (T) 300 k 
Receiver's aperture diameter 0.2 m 
Divergence angle 140µ rad 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. BER vs APD gain with various turbulence strength, with average  link 

distance L = 600km, data rate Rb = 5Gbps 
 
 
BER dependence on average APD gain for different values of 
parameter Cn

2 is presented in fig.2 . There are three conditions 
of turbulence strength : Cn

2 = 3x10-19 m-2/3 for weak 
turbulence, Cn

2 = 7x10-19 m-2/3 for moderate, and Cn
2 = 2x10-18 

m-2/3 for strong turbulence condition. As expected, the lower 
parameter Cn

2, the optical link has better performance. In the 
case of weak turbulence, the optimum gain is about 150, and 
for moderate and strong turbulence conditions, the optimum 
gain are 200 and 250, respectively. 

In Fig. 2, the system BER versus the average gain APD 
with different values of data rate is ilustrated. For different 
value of data rate, the optimum gain varies between 150 and 
250. When the data rate is larger, the optimum gain becomes 
smaller.  

Fig. 3 ilustrates the average BER against the average APD 
gain for different link distances.  The greater link distance, the 
worst average BER performance. With proper selection of 
APD gain, the BER performance can be optimized. So, we can 
conclude that the appropriate selection of average APD gain is 
one of important link parameter parameters in design of free  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. BER vs APD gainwith various link distance L = 600km with 
turbulence strength Cn

2= 7.58x10-19 m-2/3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. BER vs APD gain with different link distances,  Rb =  5Gbps, Cn
2= 

7.58x10-19 m-2/3 
 

 
space optical communication system for inter HAP link 

 
 

VI. CONCLUSION 
We have theoretically analyzed the BER performance of free 
space optical interplatform link using APD receiver over 
turbulence atmospheric turbulence channels which is modelled 
by the log normal distribution. The average BER was 
theoretically derived with taking into account noise receiver, 
attenuation and geometric losss, atmospheric turbulence 
strength, link distance and data rates. The numerical result 
show that with different conditions of turbulence strength, link 
distance, and data rates, the optimal average APD gain varies 
between 150 and 250. 
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Abstract— Evolution in telecommunication network and 

increasing use of smartphones in Indonesia has triggered the 

development of a wide range of service. One of them is Over the 

Top Service (OTT). But, this development is not accompanied by 

government regulation regarding the Key Performance Indicator 

(KPI) for OTT service. In this paper, we provide 

recommendations for OTT chat service Key Performance 

Indicator in Indonesia. The method used in this paper is analyzed 

collected data from measuring QoS OTT chat service through 4G 

Network and benchmarking. 

Keywords—Over The Top, Chat Service, Key Performance 

Indicator, 4G, LTE 

I.  INTRODUCTION  

Services in the telecommunications sector increasingly 
diverse, including telephone services, SMS, internet service, 
and Over the Top. By increasing the number of services, then 
the burden will increase network traffic that can lead to 
decreased quality of service. These services require various 
indicators to measure and evaluate the performance by using 
the Key Performance Indicator. 

Services over the Top (OTT) has been much used by the 
inhabitants of Indonesia along with the increasing use of 
smartphones in the community. These types of services 
include We Chat, Facebook, Line, and WhatsApp. Various 
studies of new technologies to support OTT has been prepared 
even implemented in Indonesia, but there is no regulation 
regarding the Key Performance Indicator of OTT services are 
provided by the government when the KPI is very important 
as an indicator of quality and evaluation tools of a service. 

To overcome these problems, this paper provides 
recommendations to the Indonesian government regarding the 
Key Performance Indicator of OTT chat service by doing an 
analysis of the measurements of the Quality of Service of such 
services and benchmarking. Network used to perform the 
measurements is the 4G network in Bandung, which uses a 
sampling method, the direct measurement method, and passive 
methods. 

II. OVER THE TOP CHAT SERVICE 

A. Over The Top Service 

OTT service is service provided by a third party. Server in 

OTT service not provided by network operator. Even though 

server not provided by network operator, but the 

communication in OTT service is still using network operator 

infrastructure. OTT service distributing voice, video, or data in 

their services [1]. OTT service has made a big change in 

telecommunication industry. There are a lot of developing 

OTT service such as Line Messenger, Kakao Talk, Bee Talk, 

Facebook, WhatsApp, etc.  

B. OTT WhatsApp Chat 

Here is an OTT service topology WhatsApp messenger: 
 

 

Fig. 1. WhatsApp Architechture  

1. 4G operator provide network infrastructure for OTT 
service. There’s two kind of 4G technology which is Long 
Term Evolution (LTE) and WiMax. In Indonesia, network 
operator just provide LTE. They are three provider have 
deployed 4G LTE technology, there are XL, Telkomsel, and 
Indosat. 

2. International network should use IP Multimedia Subsystem 
(IMS) framework because IMS technology can bridge 
GSM/GPRS/EDGE, UMTS, HSPA/HSDPA, and traditional 
PSTN able to provide 4G services [2]. 
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3. WhatsApp Server runs on the FreeBSD operating system 
[3] and now has simultaneous transactions of 1 million TCP 
request. 

C. QoS and QoE Theory 

Quality and performance in the telecommunications field can 

be divided into several levels based on ITU-T 

Recommendation E.800 [4] like explanation below: 

 

Fig. 2. QoE and QoS Theory [4] 

• Network Performance 

Network performace is the performance of a network 

element like access network and core network.  

• Overall Network Performance 

The performance of all elements is integrated to form 

a network so will measure performance.  

• End-to-End QoS 

End-to-End QoS is overall performance of the 

elements and process from user equipment, access 

and core network, and to another user equipment. 

QoS measurements depend on some typical 

characteristics of a telecommunications service. 

• QoE (Quality of Experience) 

QoE has similarity with QoS but it is overall of a 

telecommunications service by involving users in the 

process of measurement. Assessment for QoE more 

subjective than QoS because it is influenced by the 

experience and the level of expectations of users. 

D. 4G LTE 

LTE network is based on architecture called Envolved 

Packet Switched System [5]. This is architecture of 4G LTE 

shown in figure 3.  

 
Fig. 3. 4G Architechture [6] 

EPS is composed by two main subsystems [7], there is 

eUTRAN (involved Utran) as the radio access network and 

EPC (Envolved Packet Core) as the core network.  

Main network elements of E-UTRAN are user equipment 

(UE) which is terminal of end user and envolved node B 

(eNB). 

Main network elements of EPC are MME (Mobility 

Management Entity), HSS (Home Subscriber Systems), SGW 

(Serving PDN Gateway), PGW (Proxy PDN Gateway), and 

PCRF (Policy and Charging Rules Function).  

MME is control plane element to manage end user and for 

connection management from eNodeB. HSS is database for 

user and subscriber and verifies end user subscription. SGW is 

have function as interconnection between radio sides 

(eUTRAN) with EPC. PGW function is as interconnection 

between EPC with external IP network. 
PRCF is crucial for end to end QoS approach because this 

is network node able to define QoS policies of a particular 
service requested by user. 

E. Performance Parameter 

In this research, we will use SMS service parameter in ETSI 

TS 102 250-2 V2.3.1 as the approach for chat service 

performance parameter because it’s still not regulated yet. 

This is parameter chat service which adopted from ETSI TS 

102 250-2 V2.3.1 [8]: 
1) Endpoint Service Availability 

Endpoint service availability is measurement present age chat 
sent with time interval between sender and receiver not more 
than 3 minutes. 

 

2) Service Non-Accessibility 

Probability that the end-user cannot access the chat when 
requested while it is offered by display to the network 
indicator on UE. 

 

3) Access Delay 

The time period between sending a chat message to the 
network and receiving a send confirmation from the network 
at the originating side. 

 

4) Completion Failure Ratio 

Ratio of unsuccessfully received and sent chat messages from 
one UE to another UE, excluding duplicate received and 
corrupted messages 

 

5) End-to-End Delivery Time 



 

 

The time period between sending a chat message to the 
network and receiving the very same chat message at another 
UE. 

 

6) Receive Confirmation Failure Ratio 

The probability that the receive confirmation for a sent chat 
attempt is not received by the originating UE although 
requested. 

 

7) Receive Confirmation Time 

The time period between sending a chat message to the 
network and receiving the receive confirmation for this 
chat from the network. 

 

8) Consumed Confirmation Ratio 

The probability that the consumed confirmation for a sent 
chat attempt is not received by the originating UE although 
requested. 

 

9) Consumed Confirmation Time 

The time period between sending a chat message to the 
network and receiving the consumed confirmation from the 
network. 

 

 

III. RESEARCH SCHEME 

A. Research Stage 

This is research scheme for this paper : 

 

Fig. 4. Research Scheme 

To give recommendation about KPI of chat service in 
Indonesia, first thing to do is doing research and review 
literature for having further knowledge about OTT, 
WhatsApp, and 4G technology. After that, determine 
parameter of WhatsApp service for doing measurement. 

Measurement was done with WhatsApp chat service on 4G 
network in Bandung using XL network operator. 

 

B. Measurement Methods 

In this research, author use all of this measurement method: 

• Based on data source, this research use sampling 
method, which measuring QoS by taking a sampling 
of data from a service at a given time or over a range 
of specific work processes [9] 

• Based on direct measurement whether or not do, this 
research use direct method which measure QoS with 
traffic directly observing conditions at some points in 
the network architecture. 

• Based on involvement of the observer, this research 
use passive method, which measure QoS with the 
collection of information without any interference on 
the network.  

C. Performance Parameter Indicator 

After doing literature review and doing benchmarking, we 

select parameter from short message service parameters into 

the parameters for OTT chat service for doing measurement. 

We choose chat end-to-end delivery time and chat completion 

failure for being performance parameter indicator. 

1.  Chat End to End delivery time 

The duration is calculated from the A-Party start sending chat 

: up to the B-party has received chat. 

The end of a successful process of chat end to end delivery 

time is when the very same chat is received by B-Party. 

The equation of chat end-to-end delivery time: 

 

2. SMS Completion failure ratio  

Ratio of chat not received in MT and sent chat from MO : 
excluding duplicate received and corrupted chat. A corrupted 
chat is a chat which has at least one bit error. 

Beginning of the chat is when sender push send button by MO 
to initiate sending a chat, until the receiver equipment receive 
the very same chat. 

Equation of completion failure ratio is : 

 

IV. BENCHMARK AND LITERATURE REVIEW 

A. Procedure of Key Performance Indicator (KPI) Chat 

Service Determination 

Key performance indicator is divided in two groups. There 
are performance indicator and target value which are related to 
the quality of the network and each service. 

This is several consideration for arrange KPI [10]. 



 

 

• The international standards and recommendation of the 
ITU-T, ETSI, IEEE, ANSI, and others is the 1st  
consideration 

• After that, the 2nd consideration is comparing standards 
of various telecom operators and National Regulatory 
Bodies in the world. 

• Next consideration is find regulation National 
Regulatory Body on each country, and 

• The last consideration is Service Level Agreement 
between providers and costumers. 

B. Parameter of Key Performance Indicator  refer to 

benchmark and  literature Review 

A lot of research have precede about Key Performance 
Indicator (KPI) and performance for services, for example : 
determining the KPI for the SMS service [11], the 
measurement of QoS for service File Transfer Protocol using 
aggregation method on 3G networks [12], measuring QoS of 
service Web Browsing using aggregation method [13], QoS 
measurement of telephony services [14], the measurement of 
service QoS Video Streaming [15], as well as measuring 
Quality of Experience (QoE) of OTT services [16]. 

Because of KPI of QoS OTT chat service still not exist in 

many telecommunication or governments in several country, 

we reused KPI from SMS like SMS end-to-end delivery time 

and SMS completion ratio from several international 

telecommunications organizations. General network quality 

not included in consideration, so we only focus to the chat 

service QoS parameters. 

This is summary of the parameter in SMS service shown in 

table 1 from data collection in several country which used for 

being standard consideration in chat service. 

 
Table 1.   Benchmark OTT chat service 

Parameter Value 

Chat End-to-End Delivery Time (s) 

a. Nigerian Telecommunication [17] 

b. World Class Operator Optimus (Portugal) [18] 

c. World Class Operator TMN (Portugal) 

d. World Class Operator Vodafone (UK)  

e. Pakistan Telecommunication [19] 

f. World Class Operator SFR & Boygues (France) [20] 

g. France Telecommunication Regulatory [20] 

h. Channel Island Competition and Regulatory [20]  

i. Peraturan Menteri Komunikasi dan Informatika nomor 

12/PER/M.KOMINFO/04/2008 [21] 

 

5 s 

5.6 s 

5.7 s 

7 s 

8 s 

30 s 

120 s 

120 s 

180 s 

 

C. Target value refer to  benchmark and literature review 

OTT services technology is still said to be quite new, 

therefore the data required for target setting value for OTT 

chat service does not exist. There is no presence of a standard 

estimate of the minimum value for each of the parameters 

network performance will be referred to as a target value 

because the hypothesis has not been too much research that 

discusses this technology. 
 

V. MEASUREMENT AND ANALYSIS 

The goal for this paper is conclude parameter and target 

value for telecommunication regulation body in Indonesia. 

There is many parameter in chat, but we choose two which has 

the most important role in sent chat message. That parameter 

is chat end-to-end delivery time and completion failure ratio. 

End-to-end delivery time is important to used as parameter 

in chat service because this parameter indicating how good 

transmission process in chat service and directly related to 

customer satisfaction. 

Completion failure ratio need to use as parameter because 

ideal chat message must have a good percentage of successful 

delivery. 

Chat service divided into 3 part as described below: 

1. Short chat which have maximal 160 byte long. 

Information in this type of chat is usually in the form of text or 

emoticons. 

2. Medium chat which have maximal 100 kb long. 

Information in this type of chat is usually in the form of 

picture. 

3. Long chat which have minimum 10 Mb long. 

Information in this type of chat is usually in the form of 

videos. 

Based on Peraturan Menteri Komunikasi dan Informatika 

nomor 12/PER/M.KOMINFO/04/2008 [21], the sample have 

to 100. After measurement of over the top (OTT) chat service, 

the key performance indicators (KPI) are: 
1. Chat end to end delivery time 

a) Short Chat (text) 
Chat attempts is 10 with average chat end to end 
delivery time : 

 
= 0.6954 s 

b) Medium Chat (picture) 

 
= 12.555 s 

c) Long Chat (video) 

 
= 126.2361 s 

From the calculation of  
2. Chat completion failure ratio 

a) Short Chat 

 
b) Medium Chat 

 
c) Long Chat 

 
 

Refered to the measurement of Over The Top Chat Service, 
Key Performance Indicator are end-to-end delivery time and 
completion failure ratio. Based on Peraturan Menteri 
Komunikasi dan Informatika nomor 
12/PER/M.KOMINFO/04/2008 [21], end-to-end delivery time 



 

 

for short chat service which has similarity with short message 
service is enough because the value can less than 3 minutes. 
Even if compare with government policy in Nigeria, this value 
is make them satisfied too for this very quick end-to-end 
delivery time. But in medium and long chat, this take longer 
time for send chat, because the size which bigger than short 
chat. 

VI. CONCLUSION 

Depend on benchmarking and measurement result of What 
Sapp chat service performance in 4G network which took 
place in Bandung, Indonesia, we choose chat end-to-end 
delivery time and chat completion failure ratio for being the 
parameter. 4G network in Indonesia has very good 
performance in sent chat message. Measurement were 
performed by two 4G equipment and by using XL operator. 

This paper is still in progress and still requires a lot of advice 
in the process. 
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Abstract—Hubber system is proposed as a solution for 

Indonesian Telecommunications problem in the era of global 

trend, where the sustainability of Indonesian 

Telecommunications operators is threatened as the result of the 

evolvement of OTT communication service (IP-based) that 

substitutes the traditional operator’s communication services 

(non IP-based), SMS and telephony. The definition of hubber as 

proposed is: a hub for IP-based communication between OTT 

provider or global CDN with Indonesian network provider that is 

embodied in Telecommunications network and distributed data 

center infrastructure. As a Point of Interconnection, hubber has 

administrative aspect, business aspect, and technical aspect. 

Revenue forecasting has been done to Telkomsel – the largest 

Indonesian operator, and the result shows that Telkomsel’s 

revenue will go down for the first time in 2015. To achieve 

positive 7% revenue growth, Telkomsel has to set its revenue 

target from hubber of 4.83 trillion Rupiahs in 2015 with a steady 

increase in annual growth and reaching almost a tenfold increase 

in value, 46.14 trillion in 2020. 

Keywords— hubber, OTT, Telecommunications operators 

I.  INTRODUCTION 

The use of Internet has been growing rapidly in recent 
decades. The development of technologies has led to a trend of 
new service: OTT (over-the-top) service. 

While hubber concept has not been implemented in 
Indonesia, most Telco services through OTT can be consumed 
with low price or even free of charge because OTT providers 
rely their profits from advertisement, application sales, and in-
app purchase. OTT services have been widely substituting the 
legacy services of telecom operators, especially telephone and 
SMS. Meanwhile, operators need to invest heavily to comply 
the traffic demand as the result of OTT trend, because the use 
of OTT is very intense and the delivered contents need very 
high bandwidth. In contrast, most Indonesian Internet services 
that are offered by Telco operators and popularly used are time 
based, for example, unlimited volume per month, so traffic 
from OTT does not contribute much to Telco operators’ 
revenue. 

If this trend continues, the national Telco operators will 
suffer losses, even though they are also needed by OTT 
providers to distribute their services to their end consumers. 
Meanwhile, in Indonesia, there has not been an effective 
regulation related to the relationship between the Telco 

operators and the OTT service providers. 

II. STUDY OF THE OTT 

Over-the-top (OTT) service refers to the form of services 
provided via the Internet, by utilizing the traditional service 
provider network canal [1]. In line with the above definition, 
reference [2] defines OTT providers as service providers 
offering only Telecommunications services without dealing 
with Telecommunications networks needed to distribute them, 
and only rely on the worldwide Internet network. 

OTT services can be classified into communication services 
and content services [1]. OTT providing communication 
services is currently a problem for the Telco because those 
services substitute Telco’s legacy communication services such 
as telephony and SMS. 

With the presence of OTT, traffic on the network is no 
longer dominated by the voice traffic, but by the data [3]. 
These changes in characteristics of the traffic changes the 
revenue of Telco operators. Telco operators must continue to 
pay to increase data capacity in order to maintain service 
quality. Meanwhile, the gain by Telecommunications operators 
tend to have linear growth. Increased costs are not proportional 
to the increase in revenue. This makes Telco’s existences are 
being threatened by OTT. 

The emerging campaign of net neutrality principle became 
one factor that makes Telco operators do not have many 
options to react to the threat of OTT. The definition of net 
neutrality proposed by Tim Wu is "a principle behind an anti-
discrimination in the networks that give users the right to use 
any network attachments or applications as long as they are not 
harmful.” There is a contradiction between Telco’s business 
benefit and neutrality of the network [4]. 

III. STRATEGY PLANNING PHILOSOPHY 

Increasing use of the Internet service in Indonesia in recent 

years turned out to be contrary to the national Telco’s revenue 

growth. According to data from Indonesian ICT ministry in 

2013, the three major cellular operators in Indonesia, Telkom, 

Indosat and XL has been experiencing a dominant negative 

total revenue growth from 2007 to 2011 [5]. 

In particular, Telkomsel as the largest mobile Telco 

operator in Indonesia also experienced a decline in revenue 

growth of a few years back. Analysis of operational data from 
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the annual report in the period of 2008 to 2014 revealed that 

the cause of the decline in revenue growth of Telkomsel is the 

same as the cause of a decrease in revenue of Telco operators 

in many countries. The growth of SMS and telephony service 

usage has been decreasing, on the other hand, data services 

usage has been experiencing rapid growth. As a consequence, 

a high investment for data service infrastructures should be 

performed, and that can be seen from the growing number of 

BTS 3G/4G from year to year, while revenue from data 

services, which generally are time based and not volume 

based, has been slowly growing, and those conditions cause a 

decrement in ARPU. Because the growth of users tends to 

decline, the growth of revenue is predicted to be declining as 

well. 

OTT is a service that occupies the data pipe belonging to 

Telco operators. To access global OTTs, the access to OTT 

data centers abroad is needed. Communication with the OTT 

which mostly have a client-server protocol (with or without 

CDN) requires that a message first sent OTT server and after 

that is sent to the destination, although the location of the 

sender and recipient are much closer geographically compared 

to OTT server location. That is one factor that makes 

communication in Indonesia inefficient. 

OTT-related problems are existed not only in Indonesia, but 

also in most countries in the world that have Internet access, 

both developed and developing countries. According to the 

reference [6], the countries in the world have been making and 

implementing national policies and regulations regarding OTT 

services according to their jurisdictions, which tries to answer 

the problems posed by the presence of OTT. Regulation that is 

applied in various countries has its respective context, 

motivation, and environment. 

From the philosophy explained above, hubber system 

design has a main objective to maintain Telco operators’ 

revenue growth by creating new sources of revenue and 

reducing cost. 

In addition to the main objective, hubber is also created to 

meet additional objectives, namely: 

• Enhancing information security and national 

sovereignty 

• Enhancing the resilience of the national economy 

• Improving the quality of national Telecommunications 

 

IV. STRATEGY AND REGULATION PLANNING FOR HUBBER 

SYSTEM 

A. Strategy Planning in Implementing Hubber 

Hubber system is required to bridge the traditional 

Telecommunications era to the future Telecommunications 

era. In the era of traditional Telco, access and services are 

provided solely by Telco operators, and customers only can 

use services that is provided by the operator which they are 

subscribed to. In the future of Telecommunications era, 

customers can use various services from various service 

providers (SP) as well. This means that OTT services will be 

shifted upward and become the ‘top service’. These changes 

are illustrated with figure IV.1 and IV.2. 

 
Figure IV.1 Traditional Telecommunications 

 

  
Figure IV.2 Future Telecommunications 

 

B. Regulation Planning of Hubber System 

Hubber network regulation proposed in this paper covers: 

the scope of hubber, hubber definition, hubber roles and 

responsibilities, and hubber business model. 

• Scope of Hubber 

1. Hubber is an IP-based communications link 

2. Hubber connects Indonesian Telco operators with OTT 

or global CDN 

3. Hubber is a local CDN 

• Hubber Definition 

Definition of hubber proposed in this paper are: a hub for 

IP-based data communications between OTT or global CDN 

provider with Telecommunications providers that provide 

Internet access to users in Indonesia, which has a special 

infrastructure consisting of Telecommunications infrastructure 

and distributed data center. In hubber system, OTT service 

users in Indonesia subscribe to internet service from Telco 

operators to get access, and Telco operators connect with OTT 

services provider through the hubber. Basically, hubber does 

not manipulate or interpret the data packets communicated 

between users and OTT providers. 

 
Figure IV.3 Hubber System 

 

In this paper, hubber is also described with the term PoI 

(Point of Interconnection) between Telco Indonesia with OTT 

or global CDN. Hubber as a PoI mentioned in this paper has 

administrative, business, and technical aspect. Physical 



network connection which supports hubber system is just a 

part of the technical aspect of the PoI. 

• Roles and Functions of Hubber 

Roles and functions of the hubber in proposed regulation is 

as follows: 

1. Managing the relation between OTT provider and 

global CDN with national Telco operators 

2. Running the local CDN functionality 

3. Managing network security management 

4. Maintaining QoS and GoS to the customer together 

with Telco operators 

• Hubber Business Model 

In terms of business, the presence of hubber changes best 

effort service distributed via the Internet into a new form of 

service with the QoS. Some OTT providers that choose to 

connect to their users in Indonesia via hubber can guarantee 

the quality of their services to their customers in accordance to 

the selected class of service. 

 

 
Figure IV.4 Traffic Flows in Hubber System 

 

1. OTT providers can put the contents, data, and 

applications that are frequently accessed by Indonesian 

customers on the hubber server. In addition, the traffic 

from OTT providers to Indonesian users and vice versa 

are passed through hubber network. 

2. Hubber network distributes the traffic from OTT to 

network operators in Indonesia and vice versa. 

3. For communications between users in Indonesia, OTT 

traffic especially static content is served by hubber 

server. 

4. Customers are connected to the Internet, especially 

OTT services only through Telco operators. 

 

Furthermore, in the figure IV.5 and IV6, the service 

exchange and expected fee are illustrated and explained. 

 

 
Figure IV.5 Service Interaction in Hubber System 

 

 
Figure IV.6 Billing in Hubber System 

  

 In hubber system, the concept of OTT service subscription 

fee is introduced. The subscription fee is paid by the customer 

and then divided to both OTT providers and Telco operators 

as an additional revenue. The proposed payment mechanism 

of the OTT subscription fee is using the prepaid or postpaid 

system that conforms to the Internet subscription mechanism 

for respective customers. This mechanism chosen in order to 

facilitate the implementation and supervision of the payment. 

The payment mechanism is illustrated in figure IV.7. 

 

 
Figure IV.7 Payment mechanism in Hubber System 

 

1. Users make payment with prepaid or postpaid 

mechanism for Internet services like they do in pre-

hubber system. In addition, users also pay a 

subscription fee for OTT services that they want to use, 

symbolized as a number X. The amount of X depends 

on the service level (class of service) selected by the 

customer. 

2. From the payment X, Telco operators received some 

portion of it as a consequence of the use of their 

resource in delivering the OTT services. The other 

portion, called Y, is given to hubber. 

3. Y is received by OTT providers as a subscription fee 

for their services. 

 

The existence of the class of service is also proposed in 

hubber system, allowing customers to choose the level of 

service from one OTT provider according to the customer's 

needs and capability. Examples of the class of service 

implementation in hubber system is as follows: 

 
Table IV.1 The Example of Class of Service Proposed in Hubber System 

CLASS AVAILABLE SERVICES CHARGE 

3 Only reading Free 

2 Class 3 service + texting Charged 

1 Class 2 service +sharing file 
Charged (higher 

price) 

 

C. Hubber Business Simulation 

In this business simulation, a forecast is conducted using 

data from Telkomsel as a representative Telco operators of 

Indonesia to determine the Telco operators’ revenue target 

from hubber. The principle used in this forecast is that the loss 

of income from the Telco operators’ legacy services – 

telephony and SMS – are replaced by income from a new 

source, in this case, hubber. Telkomsel’s total revenue growth 



determined in advance in accordance with the national GDP 

growth target, and Telkomsel’s revenue target from hubber is 

determined to cover the loss of revenue from the SMS and 

telephony, so that Telkomsel’s revenue growth target can be 

achieved. Using national GDP as a reference, the value of 7% 

is used as the linear target value of the revenue growth. 

Forecasting in this simulation is done with time-series 

extrapolation method of the existing annual growth values [7]. 

Business simulation calculations yield predictions and 

targets as shown in the figure IV.8. 

 

 
Figure IV.8 Result of Hubber System Business Simulation 

 

 From figure IV.8: 

• Existing Revenue: revenue value in the annual report. 

• Predicted revenue: revenue calculation as the result of 

predicting and summarizing the values of SMS, 

telephony, and Internet volume from year to year. This 

is calculated with assumption that hubber is not 

implemented. 

• Targeted revenue: target values that is obtained by 

setting the annual growth rate of 7%. 

• Revenue from hubber: additional revenue for 

Telkomsel with assumption that hubber system is 

applied, originated from the OTT subscription fees 

from the customers. 

 

From the business simulation that has been done, the 

revenue target of hubber operator is calculated, and the result 

is indicated by the the cross-marked line in figure IV.8. It can 

be seen that the value of operator’s revenue from hubber 

implementation is increasing every year. This is in line with 

the trend that the use OTT service (IP-based communications) 

as the main communication services will continue to increase 

while SMS and telephony will be gradually decreased until 

completely replaced by IP services. 

 

 

 

 

 

 
Table IV.2 Determining Telkomsel’s Revenue Target from Hubber 

Year 
Targeted Revenue (Trillion 

Rupiahs) 

2015 4.83 

2016 11.22 

2017 18.81 

2018 27.32 

2019 36.48 

2020 46.14 

 

For the next calculation, proposed a 50:50 profit sharing 

between OTT and Telkomsel. This assumption is used because 

of the initial idea where OTT and Telco have the same 

significant role in operating communications services. Thus, 

total revenues from hubber implementation can be determined 

by summing Telkomsel’s revenue target from hubber and 

OTT provider’s target revenue from huber. 

 
Table IV.3 Determining Hubber ARPU 

Year 

Total revenue from 

hubber 

implementation 

(Trillion Rupiahs) 

Data enabled 

customer 

(thousands) 

Hubber ARPU 

(Rupiahs per 

months) 

2015 9.65 71791.30 11204.10 

2016 22.43 74539.11 25080.57 

2017 37.63 76518.46 40977.48 

2018 54.63 77983.57 58379.77 

2019 72.97 79094.35 76880.18 

2020 92.27 79954.30 96173.13 

 
Hubber ARPU as shown in the rightmost column of table 

IV.3 is the cost that a customer is expected to pay in addition 
to Internet cost each month. Hubber ARPU value is expected 
to increase every year. This ARPU hubber is the expected 
average of the total subscription cost of a customer for all 
OTTs that is used, because in the OTT era a customer can 
subscribe to more than one OTT providers. Therefore, the 
more OTT providers are connected via hubber, the more 
affordable is target subscription fee per OTT. 

The increasing hubber ARPU target is in line with the 
increasing hubber deployment target, so that OTT services 
with guaranteed QoS can be enjoyed and the better quality of 
OTT communication services can be experienced by more 
customers in Indonesia. 

V. CONCLUSION 

 Hubber system is needed in Indonesia to maintain the 

existence of Indonesian telecom operators facing the global 

trend where non IP-based communication services are 



gradually replaced by IP-based communication services 

provided by OTT providers. 

 Hubber system in Indonesia is proposed to comply these 

regulation points: 

• Huber definition: a hub for IP-based data 

communications between OTT or global CDN provider 

with Telecommunications providers that provide 

Internet access to users in Indonesia, which has a 

special infrastructure consisting of 

Telecommunications infrastructure and distributed data 

center. 

• Roles of hubber: managing the relationship between 

OTT or Global CDN with national Telco, performing 

the function of a local CDN, managing network 

security management, and maintaining QoS and GoS 

services to the customer. 

• In the new business model, hubber system offers 

changes from today OTT services which is best effort 

via the Internet into a service that has a QoS. This is 

manifested by the OTT subscription fee which is then 

divided as revenue for both OTT providers and Telco 

operators. Meanwhile, traffic from OTT providers who 

do not cooperate with hubber still pass through the 

network as best effort traffic.  

 Based on the results of business simulation done on 

Telkomsel, it is predicted that Telkomsel’s revenue will go 

down for the first time in 2015. To achieve positive 7% 

revenue growth, Telkomsel has to set its revenue target from 

hubber of 4.83 trillion Rupiahs in 2015 with a steady increase 

in annual growth and reaching almost a tenfold increase in 

value, 46.14 trillion in 2020. 
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Abstract—Over The Top (OTT) call service is one of part of 

OTT services. This technology is the rapid penetration of large 

number of internet service worldwide. With the rapid amount of 

number of user, the regulator and telecommunication provider 

must have key performance indicator referred to as Key 

Performance Indicator (KPI). However, the development of KPI 

still stays in the conceptual stage, does not define the specific 

parameter as the main indicator for the network performance. 

This research give a comprehensive and scientific measuring to 

proposes definition criteria of KPI for the OTT call service 

technology in order to give recommendation for the regulator 

and telecommunication provider. 

Keywords— OTT, call service, KPI; network performance 

I.  INTRODUCTION 

There are many emerging technologies exist nowadays for 
mobile phone, either the services or the network. For the 
service, instead of using regular telephone call, user more 
prefers using internet packet data today. This technology 
called OTT (Over The Top) call service. This service is one of 
the examples of OTT service besides chat and video call to 
fulfill those users who prefer mobile telephony call service. 

In addition of the existence of OTT service, the presence 
of the 4th Generation (4th G) for mobile network technology in 
Indonesia is creating new hope for the users that need high 
speed mobile network. 

With the advent of new technologies and services that are 
applied in Indonesia, the regulator and provider have no rules 
yet about KPI (key performance indicator) standards for OTT 
call service using 4th G technology. Whereas KPI is a key 
indicator in network performance to be followed and 
determines whether the 4th G network and telephony service as 
OTT call service given by the provider is already good. KPI 
divided into two important things that have the parameter 
determinants in each of them, the performance indicators and 
target value. Both relate to the quality of the network and the 
quality of each service-provided. 

This research provides KPI recommendation to the 
Indonesia’s regulator and provider based on measuring the 
performance indicator and determining the target value using 
one of OTT services, WhatsApp Call, using 4th G mobile 
network technology. 

II. OVER THE TOP CALL SERVICE 

A. 4th Generation 

As seen on Fig. 1, three main components on 4G 
architecture, UE (User Equipment), E-UTRAN (Evolved 
UMTS Terrestrial Radio Access Network), and EPC (Evolved 
Packet Core). 

 

Fig. 1. 4th G Architechture [1] 

E-UTRAN has a function to handle radio access side from 
UE to core network. It has eNodeB (evolved node B) as a base 
station which is combining the function of Node B and RNC. 

Inside EPC, there are MME (mobility Management 
Entity), SGW (Serving Gateway), HSS (Home Subscription 
Service), PCRF (Policy and Charging Rules Function), and 
PDN-GW (Packet Data Network Gateway). It’s a new system 
on cellular communication which the core network is using 
all-IP. 

978-1-4673-8434-6/15/$31.00 ©2015IEEE 



B. Service Assurance  

  
Fig. 2. Classification of telecommunication performance service [2] 

Based on ITU-T recommendation E.800 [2], quality 
performance in telecommunications field can be divided into 
several levels as follows on Fig. 2. As you can see, the lowest 
level is Quality of Experience (QoE), because its measure the 
performance service of end-to-end Quality of Service (QoS). 

QoS parameters used in this research will use which set by 
ETSI and ITU-T for telephony service. Those parameters are 
used is because no specific QoS parameter for OTT service 
yet. 

C. Over The Top (OTT) Call Service Architecture 

This research focused on OTT WhatsApp Call service on 
4th G mobile network. 

 
Fig. 3. WhatsApp Call topology on 4G mobile netwok. 

• In Indonesia, only two operators that have used 4G 
mobile network technology. This part is has already 
explain before. 

• International internet network called as IMS (IP 
Multimedia Subsystem) which is integrated on 
telecommunication network as a carrier. It provides a 
framework for IP-based mobile network, including 
Voice over IP (VoIP), instant Messaging (IM), etc. 

• WhatsApp Call network. Currently, there are no real 
information the topology of OTT WhatsApp Call. The 
information obtained is only that WhatsApp Inc. 
located in Santa Clara, California. 

D. Performance Parameter 

OTT service parameter for telephony service not currently 
listed in ETSI and ITU-T, therefore this research is to propose 
it as a hypothesis. We use non-OTT telephony parameter 
according to ETSI TR 125 913 [3] and ITU-T, and will be 
examined which one will be selecting from non-telephony 
service parameters into the parameters for OTT WhatsApp 
Call service.  

1) Telephony Service Non- Accessibility [%] 

This parameter calculate the probability that end- user can’t 
get service from the network when the indicator on the mobile 
telephone network showed in good condition. Measurements 
were made with the condition B-party is not in a busy state 
and A-party is not in error condition. Calls attempts can be 
said to be successful, if A-party hearing the dial-tone and the 
mobile telephone of B-party is ringing. 

2) Telephony Setup Time [s] =PDD 

This parameter is account the duration between the user get 
the dial tone after press the call button. Telephony setup time 
does not take into account the elapsed time by a signal failure. 

3) Telephony Speech Quality  

This parameter is an indicator that represents the quality of 
speech transmission end-to-end cell phone service. It have two 
kind of measurement method. 

• On Call and Sample Basis  

• On GOS 

4) Telephony Cut-off Call Ratio [s]=Drop Call 

Its calculation of the probability of a successful call which not 
terminated by the termination is done both A-party and B-
party. 

5) Telephony CLIP Failure Ratio[%] 

Telephony CLIP Failure Ratio calculation of the percentage of 
call setup in which the parameters of CPN (Calling Party 
Number) valid has been send but not received in full [4]. 

III. RESEARCH SCHEME 

This research measure the performance indicator and 
branch mark the target value of call service using the OTT 
WhatsApp Call 4G mobile network in Bandung-Indonesia by 
doing several stages as shown on Fig. 4. 

 

Fig. 4. Research scheme 

Research and Study literatures 
Collect the basic theories and overview literatures  

Research scheme and Metodology 
Measured processes based on sampling, passive, and direct method 

Benchmark and Literature Riview 
Benchmark the performance indicator and target value that will be choosen as 

the hypothesis of OTT Call Service performance indicator 

Measurement and Analysis 
Summing up the result of of researchwork and provides Key Performance 

Indicator (KPI) recommendation for OTT Call Service 
 



A. Measurement methods 

There are several methods to measure the QoS of a 
telecommunication service [5]. In this research, we are using 
three of them: 

1) Based on the data source, Sampling method: measuring 

QoS by taking a sampling of data from a service at a given 

time or over a range of specific work processes. 

2) Based on direct measurements whether or not do,Direct 

method: measurement of QoS with traffic directly observing 

conditions at some points in the network architecture. 

3) Based on involvement of the observer, Passive method: 

is the measurement of QoS with the collection of information 

without any interference on the network. 

B. Performance parameter indicator 

We are selecting the parameters of OTT call service from 

telephony service parameters. We use these parameter 

indicators for OTT call service parameter as a 

recommendation. 
1) Telephony Speech Quality  

• On GOS Basis 

This telephony voice quality calculation procedure is using 
R factor [7]. Factor R can be transformed into a quality 
index as Mean Opinion Score (MOS), percentage Good or 
Better (Gob), or percentage Poor or Worse (POW). 

                   R = R0 – Is – Id – Ie.eff + A                               (1) 

Where: 

Ro is representing as the SNR (signal-to-noise-ratio), 
including noise sources such as noise circuit and room 
noise. Is is a combination of all the distractions that occur 
simultaneously with the voice signal. Id factor is a disorder 
caused by the delay. Ie.eff  (effective equipment impairment 
factor) represents the interference caused by the low bit 
rate codec, and the disruption caused by loss of packet at 
random. A factor is an advantage that allows the 
compensation of the factors that caused the disruption 
another advantage of the user access [6]. 

The sound quality telephony can be calculated as follows: 

- Percentage Good or Better (Gob) 

                               (2) 

- Percentage Poor or Worse (POW)  

          (3) 

- MOSCQE (MOS Conversational Quality Estimate) 

For R < 0, than MOSCQE = 1 

For 0 < R < 0, than: 

MOSCQE = 1+0.035R+R*(R-60) * 7x10-6           (4) 

2) Telephony Cut-off Call Ratio [s]=Drop Call 

The measurement of telephony cut-off call ratio begins 
when alerting or busy tone heard by the A-party coming from 
B-party [6]. 

          (5) 

IV. BENCHMARK AND LITERATURE RIVIEW 

A. Procedure of Key Performance Indicator(KPI) Call Serice 

Determination 

In general, KPI are divided in two groups, which are 
performance indicator and target value. Both are related to the 
quality of the network and the quality of each service. 

KPI arranged on several considerations [6]. 

• The 1st consideration is the international standards and 
recommendation of the ITU-T, ETSI, IEEE, ANSI, and 
others. 

• The 2nd comparing standards of various telecom 
operators and National Regulatory Bodies in the world. 

• The 3rd consideration is the National Regulatory Body 
on each country, and 

• The 4th consideration is the SLA (service level 
agreement) between providers and costumers. 

B. Parameter of Key Performance Indicator (KPI) refer to 

Benchmark and Literature Riview 

There are so many research [4], [7-10] efforts focusing on 

QoS measurement for end-to-end of the user side, but none of 

them describes how to measure the QoS and the data 

parameter (KPI) of the OTT call service. 

Key Performance Indicator of OTT call service or 

particularly WhatsApp Call cannot be found in a variety of 

telecommunication institutions, telecom vendors, telecom 

providers or the International Telecommunication regulators. 

Therefore, we are making slices of the data parameters (KPI) 

QoS Telephony Speech Quality and Telephony Cut-off Call 

Ratio, which is obtained from several international 

telecommunications organizations, both operators, vendors, 

and international telecommunications regulator. The collection 

of data is emphasized to the QoS parameters of the call service 

related to the quality of OTT call service. 

From the results of benchmark the parameters (KPI) QoS 

Telephony Speech Quality and Telephony Cut-off Call Ratio, 

we obtained a summary table as follows. 

Table 1.   BENCHMARK OVER THE TOP CALL SERVICE 

Parameter Nilai 

Telephony Speech Quality on  GOS Basis 

a. Pakistan Telecommunications Authority [11] 

b. National Telecommunications Regulatory 

Authority of Rwanda[12] 

c. World Class Operator Vodafone (UK) [13] 

d. World Class Operator T-Mobile (US) [14] 

e. Nigerian Telecommunication [15] 

> 3 

 

≥ 3 

 3 

3.54 

≤ 3.6 



f. Telecom Regulatory Commission  of Sri Lanka 

[16] 

 

> 4 

Telephony Cut-off Call Ratio [%] 

a. National Telecommunications Regulatory 

Authority of Rwanda [12] 

b. Telecom Regulatory Authority of India [17] 

c. Nigeria Telecommunication [15] 

d. Telecom Regulatory Authority of Indonesia 

[18] 

e. Telecom Regulatory Commission  of Sri Lanka 

[16] 

f. National Class Operator Indosat [19] 

g. Channel Island Competition and Regulatory 

Authorities[20] 

< 1% 

 

≤ 2% 

≤ 0.5% 

≤ 5% 

 

< 5% 

 

≤ 5% 

< 2% 

C. Target Value refer to Benchmark and Literature Riview 

Not much research discusses this technology, because the 

OTT call service technology is quite new. So the data required 

for setting target value for OTT call service does not exist yet. 

There is no presence of a standard estimate of the minimum 

value for each of the parameters of network performance 

which will be being referred as target value. 

V. MEASUREMENT AND ANALYSIS 

Based on the measurement of over the top (OTT) call 

service, the key performance indicators (KPI) are: 
With R0 factor (SNR) is 50dB, distraction 2.5 dB, disorder 1.5 
dB, effective equipment impairment factor is 4,0, and 
compensation factor is 28 dB, we can get: 

R = R0 – Is – Id – Ie.eff + A 

R = 70dB 

GoB = 62,5%, PoW = -156.25%, MOSCQE = 3.597 

Based on ITU Forum [21] and Telecommunication 
regulatory commission of Sri Lanka [16], this performance 
indicator for speech transmission quality category (Telephony 
Speech Quality) that we get is on medium level, which mean 
some users in Bandung feel dissatisfied.  

For the calculation of telephony cut-off call ratio that we 
measure in Bandung, we get around 2%. Its mean that this 
performance is still around standardization the range of good 
value limit set by various national telecom regulator and 
provider. 

VI. CONCLUTION  

Based on calculation of OTT call service that we measure 
in Bandung using 4th G OTT WhatsApp Call service on three 
methods (sampling, direct and passive), and referred to the 
hypothesis benchmark of the target value, we concludes that 
the quality of this service is adequate. 

QoS from telephone services by the user is difficult to 
obtain the result scientifically. The measurement of MOS 
using questioner was distorted by costumer’s subjectivity. 
MOS measurement using the technical parameters only an 
estimate numbers because some parameters are empirical 

figures. An accurate drop call measurement can only be done 
by way of aggregate that can only be done by operator. 
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Abstract— In this paper, a broadband user demand forecasting 

in Indonesia based on Fourier analysis is presented. In this 
approach, the historical data of broadband user demand is 
considered as time-series data. To obtain trend of the  time-series 
data, polynomial expression is incorporated in the Fourier series 
representation instead of constant. The presented forecasting 
model is then confirmed its validity by using hypotethical daily 
price fluctuation data. It can be shown that the presented 
forecasting model gives good agreement between forecasted data 
and actual data. The same forecasting model then is applied to 
forecast broadband user demand in Indonesia. Several cases of 
fixed and mobile broadband are presented. It can be shown that 
the forecasting model based on Fourier analysis gives good result 
with the error of the estimated value is less than 10%. 

Keywords—forecasting, fourier, broadband, Indonesia 

I.  INTRODUCTION 

Successful market penetration of mobile-gadget, for 
example smart-phone and tablet devices, has driven enormous 
growth of data-traffic internet. Several facts confirm this 
situation: global mobile data grew 69% in a single year from 1.5 
exabytes per month in 2013 to 2.5 exabytes per month in 2014; 
average smart-phone monthly mobile data traffic grew 45% 
from 536 Megabytes (MB) in 2013 to 819 MB in 2014; average 
monthly mobile data traffic for laptop was 2600 MB, in 
comparison, average monthly mobile data traffic for mobile-
connected tablet was 2076 MB[1]. To put into another 
perspective, mobile data traffic in 2014 only was nearly 30 times 
of the size of entire internet network back in year 2000, 
moreover, the number of mobile-connected devices exceeded 
the the world’s population in 2014[1]. 

In Indonesia, total number subscriber of top three operator 
has reached approximately 250 million subscriber in cumulative. 
This number is almost similar with the number of population in 
Indonesia. Looking more into details, the density for fixed-line 
and mobile connection are 15.9% and 97.7%, respectively. 
While the density of fixed and mobile broadband are 1.1% and 
22.2%, respectively[2]. Such big number of market also has 
significant number of mobile data broadband user. Therefore, 
The Government of Indonesia has put special attention to the 
development of broadband in Indonesia[2][3]. The targets to be 
achieved by 2019 are, for cities, broadband access infrastructure 

reaches the penetration level of 30% from the total population, 
71% from the total households with speed of 20 Megabytes per 
second (Mbps), 10% from total office buildings with speed of 1 
Gbps. While in the rural areas,  broadband access infrastructure 
reaches the penetration level of 6% from the total population, 
49% from the total households with speed of 10 Mbps[3]. 
Another target to be achieved in 2019 is that the service fee 
should be maximum 5% of the montly average income per 
capita[3]. These data and targets shows that broadband growth 
has become main interest from the regulator and provider point 
of view due to massive prospective demand today. 

In order to fulfil the broadband demand, the provider should 
prepare some infrastructures which able to accomodate the 
broadband growth in Indonesia. However, some additional 
infrastructures mean additional costly investment. Over-
planning will burden the provider financially, while lack of 
planning will reduce the opportunities and revenues. Therefore, 
accurate broadband user forecasting is needed to obtain accurate 
estimation of the growth of user, which will have consequence 
in the cost of investment that has to be prepared by the provided. 

Broadband forecasting method for predicting growth has 
been presented by several authors. Bellcore Data Market 
Demand Model (BDMDM) was used to do forecast aggregation 
while Broadband Internode Forecasting Tools (BIFT) was used 
to do forecast disaggregation in [4]. Multi-faceted approach was 
used to forecast by considering statistical and historical analysis 
in [5]. Analytical method based on quantitative series 
forecasting was developed in [6] to forecast with considering 
quantitative factor of telecommunication service life-cycle. 
Gompertz function-based S-curve was used to forecast the 
mobile broadband traffic in [7]. Compound annual growth rate 
(CAGR) based forecasting is presented in [8]. Although those 
methods provide good accuracy, however, some of them are 
using relatively many parameters which may be difficult to 
obtain for forecasting broadband demand user. 

In this paper, broadband demand forecasting for Indonesia is 
presented in simpler way by using fourier analysis. By using this 
approach, the historical data of broadband demand is considered 
as time-series data. Some common methods for time-series 
forecasting techniques are the autoregressive (AR), the moving 
average (MA), and its derivative combinations such as Auto 
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Regressive Moving Average (ARMA), and Auto Regressive 
Integrated Moving Average (ARIMA)[9]. These techniques 
analyses time-series data under assumptions that the underlying 
stochastic process is stationary[10]. Other time series method is 
Generalized Auto Regressive Conditional Heteroskedasticity 
(GARCH) which is the generalized form of Exponentially 
Weighted Moving Average (EWMA) model[9]. Fourier 
analysis is considered as spectral analysis, alongside with 
wavelet analysis. These techniques is powerful to asses the 
anomalies in time of a time-series data[10]. For example, to 
predict regular repetitive characteristic of a time-series data. 
Accurate modeling of a certain time-series waveform function 
by Fourier analysis approach can be extended to predict the 
future outcome. Fourier-based forecasting has been applied for 
several time-series condition, for example in market demands 
[11][12], electrical peak load [13], stock market [14][15], and 
many more. As far as the authors concern, broadband demand 
forecasting based on fourier analysis in Indonesia has not been 
found in any literature. 

This paper is organized as follows, in Section II the basic 
knowledge of Fourier analysis is presented, then the forecasting 
method based on Fourier analysis is discussed. In Section III, the 
presented forecasting model based on Fourier analysis is 
confirmed its validity by using hypotethical data of daily price 
fluctuation for time interval of one and quarter year. Section IV 
presents the broadband user demand forecasting in Indonesia by 
using presented forecasting model. Several cases of fixed and 
mobile broadband forecasting is presented in this section. 
Section V will conclude this paper. 

II. FOURIER ANALYSIS-BASED FOR FORECASTING 

Fourier analysis is based on the underlying concept that any 
arbitrary signal can be represented as linear combination of 
sinusoids over finite range of time. To represent such arbitrary 
signal, it is possible to sum constant and sines and cosines at 
integer multiples of the fundamental frequency with right 
amplitudes in that finite time interval[16]. The Fourier series in 
trigonometric form is shown in Eq. (1) – (5). 

 ᵅ�(ᵅ�) = ᵃ�� + � (ᵃ�� cos(ᵅ�ᵱ�ᵅ�) + ᵃ��sin(ᵅ�ᵱ�ᵅ�))
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 Where ᵃ��, ᵃ��, and ᵃ�� are the Fourier coefficients of signal 
ᵅ�(ᵅ�).  ᵃ�� is any offset of the time-series data, usually as direct-
current (DC) or constant form. ᵅ� is the integer multiples of the 
fundamental frequency (ᵅ� = 1), or it is also usually called as 
order of harmonics. ᵱ� is the frequency of the signal. 

 In order to create model for forecasting based on Fourier 
analysis, slightly different approach is used in term of ᵃ��. The 
offset here represents the trends of the observation signal, 
therefore term ᵃ�� may not in the form of constant or DC any 
longer, instead it can be in time-function signal. To approach 
this, a polynomial expression in a finite time interval is  chosen 
for term ᵃ�� to obtain more general term. The new term ᵃ��(ᵅ�) is 
shown in Eq. (6). 

 
ᵃ��(ᵅ�) = ᵅ��ᵅ�� + ᵅ��−�ᵅ��−� + ⋯ + ᵅ��ᵅ��

+ ᵅ��ᵅ� + ᵅ�� 
(6) 

 Where ᵅ� is the coefficient of the polynomial, and ᵅ� is the 
order of the polynomial. To obtain this trends, polynomial curve 
fitting can be applied to the observed time-series data. 

 To forecast the observed time-series data, firstly the trend 
obtained from polynomial curve fitting is substracted from the 
observed time-series data. Suppose that ᵃ��(ᵅ�) is obtained from 
polynomial curve fitting analysis, therefore the fluctuation of the 
observed time-series data ᵅ��(ᵅ�) is shown in Eq. 7. 

 ᵅ��(ᵅ�) = ᵅ�(ᵅ�) − ᵃ��(ᵅ�) (7) 

From the obtained fluctuation time-series data, it can be resolved 
into trigonometrical form of Fourier series as shown in Eq. (8). 

ᵅ��(ᵅ�) = � (ᵃ�� cos(ᵅ�ᵱ�ᵅ�) + ᵃ��sin(ᵅ�ᵱ�ᵅ�))
�

=  ᵅ��̂�(ᵅ�) (8) 

The predicted model ᵃ��(ᵅ�) is obtained by the trends and the 
Fourier coefficients as shown in Eq. (9). 

 ᵃ��(ᵅ�) = ᵃ��(ᵅ�) + ᵅ��̂�(ᵅ�) (9) 

By extending time � more than the finite interval time used in 
the observed time-series data, thus we able to forecast the 
observed data to the future. 

III. PERFORMANCE VALIDATION BY USING DATA TESTING 

To confirm the presented Fourier analysis for forecasting, a 
hypotethical data of price fluctuation during time interval one 
and quarter year is selected. Figure 1 shows the time-series graph 
of price fluctuation during selected time interval. It can be seen 
that the time-series data of price has natural characteristic of 
periodical fluctuation. To verify the presented method, the data 
in Fig. 1 is divided into two parts, the first 208 days data are used 
as the basis for forecasting, while the rest of data will be used 
for validation purposes. 

The forecasting begin with trend approximation and finding 
the fluctuation only, as in Eq. (6) and (7). Clearly from Fig. 1, 
the trend of the data is linear, therefore the polynomial in Eq. (6) 
can be approximated by first order polynomial trend. Figure 2 
shows the trend and the fluctuation of the price for the first 208 
days data. Then, the fluctuation part will be resolved into Fourier 
series according to Eq. (8). The result of Fourier resolving is 
shown in Fig. 3. It can be seen that the data of price has regular 
periodical fluctuation, the biggest is the low-days fluctuation, as 
can be seen directly in Fig. 1. Also significant regular periodical 
fluctuation at 25 and 50 cycle of days. 

The Fourier representation obtained in the previous step then 
re-combined with the trends to obtain the data signal model 



according to Eq. (9). The forecasting will begin for the 209th 
day, based on the information obtained from 1st – 208th days. 
The available data for days 209 to end will be used as the 
validator for the forecasting by Fourier analysis. Figure 4 shows 
the forecasting obtained from Fourier model imposed with the 
actual data price. The forecasting model based on Fourier 
analysis gives good forecasting result, as confirmed by the 
validation using 209th – end of the actual data price. 

IV. BROADBAND DEMAND FORECASTING 

The presented forecasting method based on Fourier analysis 
will be applied to the broadband demand forecasting in 
Indonesia. Several cases will be estimated by using the presented 
method. Fixed-broadband demand will be represented by using 
the data of Speedy by Telkom[17], while mobile-broadband 
demand will be represented by using the data of Telkomsel[18], 
XL[19], and Indosat[20]. Table 1 – 4 show the available data of 
broadband user for each provider. The forecasting will use the 
data up to 2013 only, while data 2014 is reserved for validation 
of the presented forecasting model. 

By using the same approach as has been discussed in Section 
II and III, the broadband user data as shown in Table 1 – 4 are 
forecasted based on Fourier analysis. The results are shown in 
Table 5, where � is the polynomial order as in Eq. (6) and � is 
the harmonic order of Fourier series as in Eq. 8. Using the data 
at year 2014 as the basis validation point, it can be seen that the 

 
Figure 3. Spectral of cycle of data price 

 
Figure 4. Forecasting based on Fourier analysis for data price 

 
Figure 1. Price fluctuation during one and quarter year 

Figure 2. Trend and fluctuation of data price 

Table 1. Fixed-broadband user (Case: Speedy) 

Year Broadband user 
2004 11.000 
2005 31.000 
2006 93.000 
2007 241.000 
2008 645.000 
2009 1.145.000 
2010 1.649.000 
2011 1.789.000 
2012 2.341.000 
2013 3.013.000 
2014 3.400.000 

 
Table 2. Mobile-broadband user (Case 1: Telkomsel) 

Year Broadband user 
2008 6.200.000 
2009 12.600.000 
2010 21.685.000 
2011 39.822.000 
2012 54.611.000 
2013 60.531.000 
2014 67.860.000 
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presented forecasting method gives good estimation results that 
has error less than 10%. Expansion of the forecast for 2015  to 
2020 by using the parameters as shown in Table 5 is shown in 
illustrative figures in Fig. 5 – 8. Figure 5 shows the fixed-
broadband user forecasting in Indonesia up to year 2020. Figure 
6 – 8 show mobile-broadband user forecasting in Indonesia up 
to year 2020 of Telkomsel, XL, and Indosat, respectively. 

V. CONCLUSIONS 

A forecasting method based on Fourier analysis for 
broadband user in Indonesia has been presented. The presented 

forecasting model has been verified by using hypotethical data 
of price fluctuation for time interval one and half year. The 
presented forecasting model shows good agreement to forecast 
the price fluctuation. The forecasting model then applied to 
broadband user demand in Indonesia for several cases, which are 
fixed and mobile broadband. The results show that by using the 
presented forecasting model, the error is less than 10% for the 
basis of year 2014 data. Forecasting for year 2015 – 2020 then 
has been conducted. 

 
Figure 1.  Mobile-broadband user forecasting (Case 1: Telkomsel) 

 
Figure 2. Mobile-broadband user forecasting (Case 2: XL) 

 
Figure 3. Mobile-broadband user forecasting (Case 3: Indosat) 

Table 3. Mobile-broadband user (Case 2: XL) 

Year Broadband user 
2007 15.469.000 
2008 26.016.000 
2009 31.438.000 
2010 40.351.000 
2011 46.359.000 
2012 45.750.000 
2013 60.549.000 
2014 59.643.000 

 
Table 4. Mobile-broadband user (Case 3: Indosat) 

Year Broadband user 
2010 24.091.000 
2011 25.282.000 
2012 26.674.000 
2013 29.056.000 
2014 30.046.000 

 
Table 5. Fourier-based forecasting result 

Provider ᵆ� ᵆ� Error 

Speedy 2 2 7.08% 

Telkomsel 1 2 9.39% 

XL 2 5 2.85% 

Indosat 1 3 1.47% 

 

 
Figure 4. Fixed-broadband user forecasting (Case: Speedy) 
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Abstract—The rapid development of internet nowadays 
impact on increasing many applications that utilizing cloud 
computing technology for the sake of organization. Increasing 
requirements in applications caused by inevitable business 
process growth in organization enabling a tendency to switch 
from old cloud provider to more reliable one. However, in 
practice, application functionality failures often occur in case of 
migrating process to new cloud system due to several 
circumstances e.g. vendor lock-in problem. This paper introduces 
a new method for system migration testing between two cloud 
providers. The goal is to determine the interoperability level of 
application and data in virtual machine within hypervisor system 
that moves from one cloud provider to another cloud provider. 
The contribution of this paper is to provide a reference test 
method for measuring the interoperability between the two cloud 
systems were migrated. 

Keywords—interoperability; virtual machine; cloud migration  

I.  INTRODUCTION  
The rapid development of internet technology today impact 

on many organizations that began to shift from using physical 
infrastructure to cloud computing services to support the 
business process needs. The emergence of several cloud 
computing service providers  that offer a range of benefits are 
taking part in the increasing usage of cloud computing 
technology, especially in the industrial field. 

Increasing business processes and operational needs also 
better additional features offered by other cloud providers such 
as cheaper price, more reliable system, higher system  
performance, more secure system and other benefits make 
organization has tendency to  move their service or can be 
called a migration from one cloud provider to another. 

Yashpalsinh and Kirit [9] specified three type services of 
cloud computing i.e. IaaS (Infrastructure as a Service), SaaS 
(Software as a Service), and PaaS (Platform as a service). In 
the term of IaaS environment, the tiniest component that can be 
moved to another environment is virtual machine [1]. In virtual 
machine migration process there is a step called virtual 
machine image conversion that makes the image can be used in 
other system. However, the success of the virtual machine 
conversion process from one system to another does not 
guarantee the success of the migration process. Parameters 
such as network configuration, CPU, memory, security, 

application and original data structure may have changed in the 
migration process. In migrating system process from one cloud 
provider to other cloud provider in which there are some 
applications in previous cloud that have been running, needs a 
testing method to measure the level of interoperability between 
two cloud systems, so that all components in the previous 
system such as operating system, security system, application 
and the data stored, can be run appropriately with its 
functionality in the new system.  

TIOSA [1] is a virtual machine interoperability testing 
method based on Open Data Center Alliance (ODCA). The 
drawbacks of TIOSA’s method is only test the functionality of 
the operating system and hypervisor also have not tested on a 
specific level of functionality such application and data on the 
new system, so TIOSA does not suit the evaluation of 
interoperability in actual system, especially in the industrial 
field. 

The purpose of this study is to introduce a new method that 
test interoperability at the level of application and data running 
on virtual machine system, between two different cloud 
providers. In this study will also be conducted simulation 
interoperability testing using the method proposed. The 
benefits of this research is to give a reference about 
interoperability testing method between cloud systems that 
more specific to the application and data, so it can be 
implemented in the field of industry according to business 
process. 

II. INTEROPERABILITY AND CLOUD COMPUTING TEORY 
Internet has become a thing that cannot be separated from 

all aspects of human life. Utilization of various Internet 
technologies e.g. [7] that used Internet approach as new 
marketing strategy mix for business development with E-
business, also [8] that designed Home Health Internet of 
Things as a novel health monitoring for the elderly people that 
stay at home due to several circumstances. 

The latest trend in the field of information technology is 
cloud computing that migrates physical computing resource 
e.g. server and data storage to huge data centers [9] through 
internet. 



 

There are several characteristics of cloud computing [9] 
such us  data, applications or other services that provided by 
cloud computing can be accessed easily by using internet with 
a simple browser  also high level  IT abilities are not required 
in case of implementation or maintenance. Due to the term of 
high availability, multiple sites usage can ensure the reliability 
and scalability of cloud computing service. The other 
characteristics are easier maintenance because the application 
does not need to be installed on each user's computer and the 
payment is based on the facilities were used, also the system 
performance can be monitored easily. The last but not least is 
security. In cloud computing environment, security can be 
either equal with traditional system or better. 

 

 

 

 

 

 

 

Fig. 1. Virtualization Principle[4] 

Virtualization technology is the main key that enabling the 
emergence of cloud computing paradigm. Fig. 1 illustrates 
several virtual machines can be run simultaneously on one 
physical machine. Virtual machine migration is one of the 
virtualization capabilities allowing system to be transferred 
transparently from one physical host to another without losing 
system features [4]. In general, migration processes were done 
by moving or transfer the application along with the entire 
virtual machine system including CPU, memory, disk from the 
source system to the destination system. 

Since virtual machine migration utilized for managing 
applications also its resources in the data center and cloud 
virtualized systems, it also enables system environment to 
relocate dynamically to other systems in a faster execution and 
more reliable way [2]. 

DMTF defines three types of virtual machine migration 
operation [2]. First, level 1 migration. Virtual machine system 
that will migrate must be ensured in the same product or 
architecture along with the destination system because this 
type of migration only runs on a particular virtualization 
product. The cycle is ‘suspend‘ state in source system 
followed by ‘reboot’ state in the destination system. Live 
migration mechanism is possible to run on level 1. 

Second, level 2 migration that support different 
hypervisors migration. The cycle is ‘shut-down’ state in 
source system followed by ‘reboot’ state in the target system. 

The most flexible level for the virtual machine migration is 
level 3 that can be run on multiple families of virtual hardware 
but this type of migration still impossible due to several 
reasons.  

Interoperability becomes one of critical factors. Cloud 
interoperability makes easily migration and integration 

process of applications and data between cloud service 
providers[5]. There are several attributes of interoperability 
between systems classified by LISI (Levels of Information 
System Interoperability) [5] :  

1) Procedure 

Several standard such us application development 
regulation, product development guidance, hardware and 
software standards could impact the interoperability level.  

2) Applications 

The critical aspect for application attribute is how well 
application running on different systems and platforms in 
accordance with its functionality. 

3) Infrastructure 

Infrastructure attribute shows the level of connectivity 
between systems and applications as well as how systems 
interact with other applications. 

4) Data 

This attribute means ability and flexibility of data format 
that run across systems environment became the main concern 
of interoperability. 

TIOSA (Virtual Machine Interoperability Testing at an OS 
and Application Level) [1] is a method to measure system 
interoperability between two different hypervisors. TIOSA 
method using greybox-based testing method focusing on 
applications and operating systems verification. TIOSA testing 
method [1] included: 

1) Structured and Repeated Process Models 

a) Interoperability Check 

Determine the possibility of migration between two 
hypervisors by collecting metadata required for the migration 
process. 

b) Virtual Machine copy process of two hypervisor in a 
private cloud 

This process ensures the virtual machine converted 
successfully and can be run on hypervisor target in 
accordance. The results of all tests that have been carried out 
is still within the limits of tolerable state 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. TIOSA Method[1] 

 



 

2) Test result measurement 

The test results are grouped in several categories: 

a) SUCCESS 

Success status can be given if after migration process there 
is no changes in the term of several hypervisors and operating 
system parameters in target systems. All of the hypervisors, 
virtual machines, and operating systems run perfectly in new 
systems.  

b) WARNING 

The condition if after migration process there is a change 
but not too intrusive compared with the main functionality. 

c) FAILURE 

There are significant changes and not appropriate with the 
functionality of the system prior to the migration process. 

3) Metrics comparative evaluation 

There is a comparative evaluation metrics to determine 
indicators of the overall results of testing. 

Implementation of TIOSA testing method uses 
combination of several cloud infrastructure products for 
virtualization e.g. VMWare, Citrix Xen, KVM and Microsoft 
Hyper-V. The total combined migration is 12 combinations for 
each operating system. The operating systems used in the 
implementation are CentOS 6.2, Ubuntu 12.0.4, and Microsoft 
Windows 2008 R2 64-bit. Figure 3 depicts the final result of 
the migration process with 36 combinations. 

 

 

 

 

 

 

 

Fig. 3. Final Result of TIOSA Testing 

The drawbacks  of TIOSA testing method are only testing 
interoperability at the level of the hypervisor and operating 
system, and have not been tested at the level of certain 
applications and data running on the system, so that TIOSA 
method cannot be implemented optimally for interoperability 
testing on the system that are in the industry. 

III. PROPOSED METHOD 
The method proposed in this paper is the further 

development method of TIOSA that will add additional stages 
on the process of virtual machine migration in the cloud 
system. Application and data testing in both system also 
migration impact evaluation stage are being added in proposed 
method indicated by the numbers 2, 12, and 13. 

Figure 4 depicts the proposed new interoperability method 
testing of virtual machine migration.  

 
 

 

Fig. 4. Proposed New Method 

 

 

 

 



 

 

The process of collecting information relating to the 
possibility of migration between the hypervisor source and 
target such as the availability of virtual machine conversion 
application that supports the two systems to migrate and 
conversion application checking process that will be used 
whether support OVS (Open Virtualization Format) or not will 
become the early stage.  

After collecting information between two hypervisors, the 
next stage is testing the application functionality and data 
consistency in accordance with the business processes running 
in the system. Hypervisor parameter test e.g. network 
management and storage in source hypervisor will be the next 
stage. Operating system test will perform by testing several 
attributes like the version of the kernel, network connectivity, 
user management as well as other parameters including other 
information resources. 

Once all the above stages done, virtual machine service 
will be stopped and  start to converting image using tool that 
available depend on hypervisor product used. Citrix Xen tool 
converter is one of the tools provided by Citrix that aims to 
convert the image in case of migration. Checking resource 
stage aims is to ensure readiness in the target hypervisor 
environment to start migration process. Virtual machine image 
import process can be done in an automated way using tools 
that are connected to the network between two hypervisor or 
by manually copying the image directly to target hypervisor. 
Hypervisor test followed by operating system test will 
performed after the convert process done.  The last stage in 
target hypervisor is application functionality and data 
consistency test.   

Migration impact identification process will measure 
several parameters in case of decreasing or increasing system 
performance after migration process. Final evaluation will be 
done by measuring and determining the test scores results of 
all the test data that have been obtained. Furthermore, the 
entire test results will be classified according to the level of 
interoperobility level.  

 

 
Fig. 5. Proposed Testing Environment 

Figure 5 depicts the testing system design of the proposed 
method. Source cloud and target cloud environment are 
simulated using separate physical server that connected to 
network by switch. 

Hypervisor in each cloud environment manages two virtual 
machines that contain operating systems, applications, and 
databases. In the migration process virtual machine image 
from source cloud will be converted using appropriate convert 
tool depend on their hypervisor type. The images will be 
transferred to target cloud through local network.  

IV. DISCUSSION AND CONCLUSION 

Based on the studies that have been done, there are several 
comparisons between TIOSA and the proposed method 
specified on the Table 1.  

TABLE I.  COMPARISON OF TIOSA METHOD AND PROPOSED METHOD 

No TIOSA Method Proposed Method 

1 
Does not tested at the level of 
application functionality 

Will test at the level of 
application functionality 

2 Does not tested at the level of 
data consistency in database 

Will test at the level of data 
consistency in database 

3 
Does not  be able to identify the 
impact of the migration process 
on the system 

Will able to identify the 
impact of the migration 
process on the system 

4 
Does not approach the 
interoperability of  migration 
system in the industry 

Approach the interoperability 
of  migration system in the 
industry 

 

Data collection process will be conducted based on several 
test set for each testing components i.e. hypervisor test set, 
operating system test set, application functionality set test, 
data consistency test set also performance impact test set. 
Those tests are performed repeatedly before and after 
migration process to obtain data accuracy. Overall result will 
be achieved by classifying all of aforementioned test above to 
determine the level of interoperability. 

In this paper we proposed further development method for 
interoperability testing between the two systems that migrate 
on different hypervisors. The method we propose has some 
benefits from the TIOSA’s method because it test at the level 
of functional applications and data consistency that running on 
the system. Moreover, the proposed method can identify the 
performance impact caused by the migration process. This 
method can be used by organizations that want to test the 
interoperability between cloud systems in their system. 
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Abstract—In this paper, we study an implementation of the
Benjamini-Hochberg’s procedure for cooperative multiband spec-
trum sensing in cognitive radio. We propose to use equal gain
combining on forwarded p-values from cooperative cognitive
radio (CR) users as the test statistic at the fusion center. By doing
so, the distribution of the test statistic under the null hypothesis at
the fusion center does not vary with different number of samples
and types of local detectors. Simulation results show that the
familywise miss detection rate (FWM) significantly decreases as
the number of cooperative CR users increases. This means that
the interference to a primary user due to the decision errors
in spectrum sensing significantly decreases. Thus, p-value based
cooperative multiband spectrum sensing using the Benjamini-
Hochberg’s procedure is well motivated.

Index Terms—Cognitive radio, energy detector, coopera-
tive multiband spectrum sensing, multiple testing procedure,
Benjamini-Hochberg’s procedure.
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I. INTRODUCTION

Measurement campaigns conducted all over the world have
shown that the spectrum bands for wireless communications
are mostly underutilized [1]. This is due to inefficiency and
inflexibility of the command and control as the current model
to manage spectrum usages. Therefore, it is necessary to
find an alternative spectrum management system which can
provide more efficient and flexible spectrum usage and hence
to maximize the utilization. This step is important since the
future wireless communication systems need to support variety
of data which demands very high spectrum bandwidths. In this
case, the use of dynamic spectrum access (DSA) in the future
is well motivated to replace the command and control model
used today [2].

DSA supported by cognitive radio technology is a promising
technique to maximize spectrum utilization. It is known to
provide an efficient and flexible spectrum usage since it allows
unlicensed users (CR users) to opportunistically use avail-
able spectrum bands (spectrum holes) which are temporarily
unused by incumbent users who hold the licenses (primary
users). In DSA, spectrum sensing needs to be done by a
CR user to detect the existence of spectrum holes. Spectrum
sensing can be conducted on a single band, namely single band
spectrum sensing, or several bands at once, namely multiband
spectrum sensing. Literature on single band spectrum sensing
is abundant. However, multiband spectrum sensing is relatively
less studied than single band spectrum sensing [3]. To mention
a few, multiband spectrum sensing can be found in [4]–[6].

In most literature above, multiband spectrum sensing has
not used multiple testing procedure (MTP) as a method to
jointly detect the multiple spectrum bands. The use of MTPs in
multiband spectrum sensing is to provide control over decision
errors not only per band but also for the overall system. In [7],
we propose to use Benjamini-Hochberg’s procedure in which
energy detection is used as the test statistic. In this paper,
we extend the work in [7] to cooperative spectrum sensing
scheme [3], where several CR users working cooperatively to
find unused spectrum bands in a primary network. The aim is
to improve the performance of multiband spectrum sensing in
terms of the familywise miss detection (FWM) in low SNRs
which cannot be achieved by local spectrum sensing (with a
single CR user).

II. SYSTEM MODEL

Suppose that the primary network using a multicarrier-based
system which operates over a wide frequency bandwidth.
The bandwidth is divided into K nonoverlapping subbands
and a primary user can be assigned to use Kp subbands
simultaneously, where 1 ≤ Kp ≤ K. A cognitive radio (CR)
user observes signal xk[n] of the subband k, k = 1, 2, . . . ,K
which are complex Gaussian distributed CN (0, σ2

ik). Here,
we assume that the observations are identically independent
distributed (i.i.d.) within subbands and accross subbands.
Thus, the spectrum sensing problem of the subband k can
be written as

H0,k : xk[n] ∼ CN (0, σ2
0k)

H1,k : xk[n] ∼ CN (0, σ2
1k), k = 1, . . . ,K, (1)

where H0,k and H1,k denote the null hypothesis (subband un-
occupied) and the alternative (subband occupied) for subband
k, respectively.

Within a particular time interval, K0 out of K subbands
might not be used by the primary users. We assume that
the CR network supports some CR users to simultaneously
use several unoccupied subbands. The number of subbands
Kc, 1 ≤ Kc ≤ K0, assigned to a specific CR user is, say,
based on priority and currently active CR users. The aim is
to accomodate simultaneous use of multiple subbands by a
primary user or a CR user. Thus, an overall view of spectrum
sensing performance is necessary. In this case, false alarm
and miss detection are calculated not only per subband, but
for 1 ≤ Kc ≤ K0 and 1 ≤ Kp ≤ (K − K0). Note that



the existing unoccupied subbands K0 could span from 0 (all
subbands occupied) to K (all subbands unoccupied).

Here, we give an illustration. Suppose that each subband is
individually tested with nominal probabilities of false alarm
αk = α and miss detection βk = β, k = 1, . . . ,K. Let us
assume that there are K0 = 5 unoccupied subbands and two
active CR users, one with high priority (can use 1 ≤ Kc ≤ 4
subbands) and the other with low priority (Kc = 1). The
low priority user could have a subband to use, while the
high priority user might defer to simultaneously use all four
unoccupied subbands and thus uses lower Kc. This is due to
the higher false alarm rate caused by the multiplicity effect [9].
With the same argument, any primary user that uses a higher
number of subbands Kp simultaneously will experience a
higher aggregate interference level due to a higher probability
of miss detection. In this case, a procedure that can solve the
multiplicity effect should be implemented to jointly detect the
subbands and hence to provide control on the decision errors
at the system level. This will be elaborated in the next section.

III. MULTIPLE HYPOTHESES TESTING

If one does not take the multiplicity into account, then the
probability that some of the true null hypotheses are rejected
by chance alone may be large. For example, suppose that K =
16 subbands in (1). Thus, we have 16 hypotheses being tested
at the same time, with the size of each test (false alarm) exactly
equal to α = 0.1. If all tests are mutually independent and K0

out of 16 being null hypotheses (unoccupied subbands), then
the probability that at least one true null hypothesis will be
rejected is given by 1−(1−α)K0 . Therefore, when unoccupied
subbands span from K0 = 1 to K0 = 16, the actual probability
of false alarm for the overall K0 subbands spans from 0.1 to
1− (1− 0.1)16 ≈ 0.81.

If we want to provide control on the decision errors at the
system level for spectrum sensing problem of multicarrier-
based primary and secondary networks such as (1), then we
have to take the multiplicity effect into account by using mul-
tiple hypotheses testing1. Multiple hypotheses testing refers to
the testing of more than one hypothesis at a time [10]. The
aim is to solve the multiplicity effect by making the individual
tests more conservative to arrive at rejecting Hk,0 hypothesis.
It is often called multiple comparison procedure (MCP) or
multiple test procedure (MTP) [11]. We prefer to use MTP
in sequel. We begin with the definition of some measures
and procedures in MTP, then we detail the implementation
of MTPs for cooperative multiband spectrum sensing in the
following section.

The descriptions of performance measures and some proce-
dures in MTP can be found in [7]. However, we repeat here
for convenience. The so-called familywise error rate (FWE)

1Controlling the decision errors at the system level here has a meaning
of having the probability of at least rejecting one true null hypothesis is
below α regardless the number of true null hypotheses K0, and of having
the probability of at least rejecting one true alternative hypothesis is below
β regardless the number of true alternative hypotheses. They later will be
called as familywise error rate (FWE) and familywise miss detection rate,
respectively.

TABLE I: Number of correct and false decisions for testing
K subbands

Declared H0 Declared H1 Total
True H0 U V K0

True H1 T S K −K0

K −R R K

is defined as the probability of committing any type I error or
false alarm in families of comparisons. Referring to Table I,
it is formally written as

FWE = P0(V ≥ 1), (2)

where P0(·) represents the probability of an event under
H0, which could be complete null hypotheses (all H0,k are
true) or partial null hypotheses (some subsets of nulls, say
H0,j1, . . . ,H0,jk, are true). An MTP is said to control the
FWE in the weak sense if FWE ≤ α only under complete
null hypotheses and in the strong sense if FWE ≤ α under
partial null hypotheses, regardless of which subsets of null
hypotheses is true [9], including complete null hypotheses.

Here, we define familywise miss detection (FWM). It refers
to the probability of committing any type II error or miss
detection in families of comparisons, formally

FWM = P1(T ≥ 1), (3)

where P1(·) represents the probability of an event under
H1 which could be under complete or partial alternative
hypotheses. Note that a false discovery rate, defined as

FDR = E [V/R] , (4)

is an alternative controlling procedure which now is commonly
used in the MTP [8]. This is because FDR controlling tests are
more powerful than those controlling the FWE (for a nominal
value of false alarm, it has a better probability of detection).

The simplest way of conducting an MTP is to follow the
simple Bonferroni procedure [9]. More precisely, we test each
subband individually at the level αk = α/K, ∀k ∈ 1, . . . ,K.
Thus, it will guarantee to fulfill FWE ≤ α. However, this
approach is too conservative in protecting decision errors
and hence it results in a small power of test (probability of
detection). It means that the secondary network makes higher
interferences to the primary network. To increase the power
of test, a stepwise procedure can be used. For example is the
Holm’s sequentially rejective procedure [12].

The Holm’s sequentially rejective algorithm is based on the
ordered p-values, p(1) ≤ p(2) ≤ · · · ≤ p(k), corresponding to
hypotheses H(1),0,H(2),0, . . . ,H(K),0. The intuitive reasoning
is as follows: once H(1),0 has been rejected using the Benfer-
roni critical value α/k, we should believe that H(1),0 is false.
Thus, there are only k−1 hypotheses which might still be true,
implying the critical value α/(k − 1) for H(2),0. If H(2),0 is
rejected, use α/(k − 2) for H(3),0 [9].

The Bonferroni and the Holm’s procedures are based on
cotrolling the FWE which is usually required in a strong sense.
Thus, it tends to have a small power of test. The work of



Benjamini and Hochberg in [8] suggests a new point of view
on the problem of multiplicity. The Benjamini-Hochberg’s
procedure is based on controlling the FDR which implies
controlling the FWER in the weak sense2. Note that any
procedure that controls the FWER also controls the FDR.
Hence, if a procedure controls the FDR only, it can be less
stringent, and a gain in power of test may be expected [8].

IV. COOPERATIVE MULTIBAND SPECTRUM SENSING

A local multiband spectrum sensing based on energy de-
tector using MTP has been proposed in [7]. However, the
resulting FWMs of Benjamini- Hochberg and Holm’s proce-
dures are still considerably large. When the SNR is smaller
than −4 dB, the FWMs are larger than 0.1. Thus, we aim
to improve the performance by using a cooperative spectrum
sensing (CSS) scheme. In particular, it is to reduce the FWM
while the resulting FWE is still in an acceptable level.

In this section, a CSS scheme using MTP is introduced.
Each CR user is equipped with a local sensor using energy
detector and forwards the measured K number of p-values
from K subbands to the fusion center (FC). At the FC, the
global decisions regarding the occupancies of K subbands are
made.

A. Local Detector

Consider a CR network with L cooperative users. To model
CSS, the equation (1) can be rewritten to include the subscript
l, l = 1, 2, . . . , L which represents the l-th CR user that joints
the CSS,

H0,l,k : xl,k[n] ∼ CN (0, σ2
0,l,k)

H1,l,k : xl,k[n] ∼ CN (0, σ2
1,l,k),

l = 1, . . . , L, k = 1, . . . ,K. (5)

For the signal model (5), the likelihood ratio test at the CR
user leads to energy detector as the optimum test statistic [13],
i.e.,

El,k =

N∑
n=1

|xl,k[n]|2, l = 1, . . . , L, k = 1, . . . ,K (6)

where El,k denotes the received signal energy at the l-th CR
user for the subband k, and N is the number of sample. The
received signal energy El,k follows Gamma distributions under
the null hypothesis H0,l,k and the alternative Hl,k,1. However,
for the large number of sample, N → ∞, the distributions
are approximately Gaussian under the two hypotheses (please
refer to [7] for the details). In this case, the p-value for the
energy detector at the l-th CR user for the subband k can be
found from

pl,k = P0(El,k > E′)

≈ Q

(
E′ −Nσ2

0,l,k√
Nσ2

0,l,k

)
, l = 1, . . . , L, k = 1, . . . ,K

(7)

2The FDR is equivalent to the FWER when all null hypotheses are true.

where Q(·) is the Q-function of the standard normal distribu-
tion.

B. Cooperative Spectrum Sensing

Here, we assume that the CSS using a parallel configuration
where the CR users do not communicate with each other and
that there is no feedback from the FC to any CR user [14].
The reporting channel between each CR user and the FC is
assumed to be perfect (there is no error due to the channel for
each data transmitted by the CR user).

Suppose that the l-th CR user receives the signal and calcu-
lates the p-values pl,k k = 1, . . . ,K according to (7) based on
the measured energy (6). The results are then forwarded to the
FC. The test statistic for the subband k at the FC pFC,k is then
calculated based on the weighed summation of the forwarded
p-values

TFC,k =

L∑
l=1

wl,kpl,k, k = 1, . . . ,K, (8)

where wl,k is the weight corresponding to the l-th CR user
for the subband k. To simplify the analysis, we assume to
use equal weigths wl,k = 1/L,∀l ∈ 1, . . . , L, ∀k ∈ 1, . . . ,K
throughout this paper.

Note that under the null hypothesis H0,l,k, pl,k has a
uniform distribution3 over the interval (0,1) [15]

H0,l,k : pl,k ∼ U(µl,k, σ
2
l,k), l = 1, . . . , L, k = 1, . . . ,K,

(9)

with the mean µl,k = 1/2 and the variance σ2
l,k = 1/12.

Thus, the test statistic TFC,k is a weighted summation of L
uniform distributed random variables with the same means and
variances. Using the central limit theorem, as L→∞,

Tk,FC =
1

L

L∑
l=1

pl,k
D−→ TFC ∼ N (1/2, 1/(12L)), (10)

where D−→ denotes convergence in distribution To summa-
rize, when the number of CR users that joint the CSS
is considerably large the distribution of the test statistics
TFC,k, k = 1, . . . ,K are approximately Gaussian with the
mean µFC = 1/2 and the variance σ2

FC = 1/(12L)4.
Suppose that a measured test statistic (10) for the subband

k is denoted as Tk. The p-value of the subband k at the FC
can be calculated from

pk,FC = P0(Tk,FC > Tk)

≈ Q
(
Tk − 1/2√

12L

)
, k = 1, . . . ,K. (11)

In this paper, cooperative multiband spectrum sensing is done
using an MTP where the joint detection for K subbands are
implemented based on the p-values pk,FC , k = 1, . . . ,K.
Considering the advantage of using an MTP that based on

3In this case, we leave out discrete distributions.
4We have confirmed that the real distribution can be sufficiently approxi-

mated by the asymptotic distribution for L ≥ 4



controlling the FDR in terms of the power of test, here we
propose to use the Benjamini-Hochberg’s procedure [8]. The
detail implementation of p-value based cooperative multiband
spectrum sensing using the Benjamini-Hochberg’s procedure
can be found in Algorithm 1, where it guarantees FDR ≤ α.

Some remarks. In this paper, we choose to combine the
p-values of (7) to calculate the test statistic at the FC in
(10), instead of combining the resulting measurements of
energy such as in [16]. By doing so, for the same number of
cooperative users, the distribution of the test statistic Tk,FC

under the null hypothesis H0,k will not change though we
change the number of samples N in (6) for some or all
cooperative CR users. This is because the distribution of
the p-value (7) is always uniform regardless the number of
samples N 5. For the same reason, as long as the resulting
distributions of the test statistics under the null are all continue,
the distribution of Tk,FC under H0,k will not change as well
when the CR users use different types of test statistics. Thus,
as we can find p-values for local detectors, we can always use
(11) to calculate the p-value at the FC regardless the types and
the number of samples of the local detectors.

To find weights wl,k, ∀l ∈ {1, . . . , L}, ∀k ∈ {1, . . . ,K},
in (10) that minimize the FWM is an interesting problem.
However, due to the complexity, it might be treated in our
future works for cooperative multiband spectrum sensing.

V. NUMERICAL RESULTS

In this section, we evaluate the performance of cooperative
multiband spectrum sensing by simulation. For all simulations,
we set the nominal values of FDR to α = 0.1 as a controlling
value for the Benjamini-Hochberg’s procedure. In Fig. 1, we
use the Holm’s procedure for comparison where we set the
controlling value FWE to 0.1. In all simulations, primay user
signals in occupied subbands received by all CR users are
assumed to have the same SNRs. The sample number is fixed
to N = 100 for Fig. 1 and 2, while for Fig. 3 and 4 it
varies depending on the number of cooperative CR users. The
number of subbands K varies from 2 to 16 and the number
of CR users L ranges from 1 to 64. Here, we assume that
the probability of each subband occupied by a primary user
is equal, i.e., P (H1,k) = P1, k = 1, 2, . . . ,K. We study the
cases where the subbands are considered to be busy P1 = 0.8
and to be sparesely occupied P1 = 0.2.

Here, the aim of using cooperative spectrum sensing is
to reduce the FWM of Benjamini-Hochberg’s procedure. We
have indicated in [7] that if we only use local spectrum sensing
the FWM is still considerably large, particularly for a low
SNR region. Fig. 1 shows that the increase of cooperative CR
users from 1 to 16 reduces the FWM as large as 85% for
the Benjamini-Hochberg’s procedure and as large as 60% for
the Holm’s procedure when the number of subbands K = 16
at SNR= −10 dB. In addition, the figure indicates that the
use of Benjamini-Hochberg’s procedure is still more attractive

5For the same measured energy E′, the values of the p-value might be
different for different number of samples N , but the distributions are the
same.

Algorithm 1 Cooperative Multiband Spectrum Sensing using
Benjamini-Hochberg’s Procedure

Step 0) INIT: N,L,K, α

AT THE l-th CR USER, l = 1, . . . , L:

Step 1) observes signals at subbands k = 1, 2, . . . ,K,

Step 2) calculates the energy of the signal for each subband
k, k = 1, . . . ,K, using (6)

Step 3) computes p-values of all K subbands using (7)

Step 4) forwards the resulting p-values to the fusion center
(FC)

AT THE FC:

Step 5) receives the K number of p-values from each CR
user.

Step 6) for each subband k, k = 1, . . . ,K, combines all the
p-values from the L CR users to get the test statistic Tk,FC

of (10) and then calculates its p-value pk,FC of (11)

Step 7) Rank the p-values in ascending order,
p(1),FC ≤ p(2),FC ≤ p(3),FC ≤ · · · ≤ p(K),FC for the
corresponding hypotheses H0,(1),H0,(2), . . . ,H0,(K).

Step 5) Calculate kmax = max{1 ≤ k ≤ K : p(k),FC ≤
(k)α

K
}.

Step 6) If such kmax exists, reject the null hypotheses
H0,(1),H0,(2), . . . ,H0,(kmax) (the corresponding subbands are
declared occupied). Otherwise, reject nothing (all subbands
are unoccupied).

than that of Holm’s procedure for cooperative multiband
spectrum sensing, since the former has smaller FWMs than
the later, particularly for large number of subbands K and CR
users L. For detail comparisons between the two procedures
implemented for multiband spectrum sensing, please refer
to [7].

Fig. 2 shows that the minimum SNR to have FWM≤ β
shifts to a smaller value, for a larger number of cooperative
CR users. Suppose that we aim to have β = 0.16 It can be
achieved at SNR > −14 dB, −12, −10 dB, −8 dB and −4
dB for the number of cooperative CR users 64, 32, 16, 4 and
1, respectively. In general, protection against interference to
the primary network due to the detection errors in spectrum
sensing increases as we increase the number of cooperative
CR users at the CR network.

To know the effect of the number of CR users and the
number of samples to the performance of cooperative multi-
band spectrum sensing, we proceed with an experiment that
evaluates the FWM and the FWE as functions of SNRs where

6It means that the probability of making interference to a primary user is
not larger than 0.1 regardless the number of subbands being occupied by the
primary user.
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Fig. 1: Familywise miss detection (FWM) vs. Number of subbands, using the Holm’s procedure (Holm) and the Benjamini-
Hochberg’s procedure (Benj-Hoch) for the number of CR users varies from 1 to 16 and SNR= −10 dB.
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Fig. 2: Familywise miss detection (FWM) vs. SNR, using the Benjamini-Hochberg’s procedure, for different number of
cooperative CR users.

the numbers of CR users L and samples N vary. However, to
be fair, the total number of samples, i.e. NT = L×N , is fixed.
Here, we consider four cases: (Number of CR users, Number
of samples)= (4, 800), (8, 100), (16, 800) and (32, 100). Thus,
we fix NT = 3200. Fig. 3 shows that the differences in FWM
for the four cases in busy subbands are unnoticable. In this
case, the FWMs are approximately the same as long as the
total number of samples NT is fixed. However, for sparse
subbands at a low SNR region, the figure shows that there
is a small advantage if we increase the number of cooperative
CR users instead of the number of samples. For the FWE,
the advantage of using a larger number of cooperative users

instead of a larger number of samples is more pronounced.
The reduction ranges from 1% to 5% as shown in Fig. 4.
Note that the FWE cannot be made smaller than 0.1, since
the Benjamini-Hochberg’s procedure is based on controlling
the FDR to get a larger power of test (consequently a smaller
FWM).

VI. CONCLUSION

A p-value based cooperative multiband spectrum sensing
using the Benjamini-Hochberg procedure is presented in this
paper. The use of a number of cooperative CR users for
spectrum sensing has improved the performance in terms
of the FWM, particularly for a low SNR region. Thus, the
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Fig. 3: Familywise miss detection (FWM) vs. SNR, in four cases: (Number of CR users, Number of samples)=
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Fig. 4: Familywise error Rate (FWE) vs. SNR, in four cases: (Number of CR users, Number of samples)=
(4, 800), (8, 100), (16, 800) and (32, 100), and the number of subbands K = 16.

interferences to the primary network due to the decision
errors at the CR network decreases, regardless the number of
occupied subband of a primary user. In this paper, we remark
the advantage of using p-value based cooperative multiband
spectrum sensing, which is having an independence of using
different types of local test statistics and different number of
samples without having to recalculate the distribution of the
test statistic under null hypothesis at the fusion center.
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Abstract— The ability to perform vehicle tracking is very 
useful in daily life - today, such as security on personal vehicles, 
public transportation systems, fleet management and other mass 
transit. In this study, we designed an application of Geographic 
Information Systems (GIS) that will be applied to public 
transport services. This system provides real-time position 
tracking of each vehicle (taxi) and capable of providing a taxi 
with the best category for passengers using Dijkstra’s algorithm. 
This system can be helpful, especially for passengers who are 
often too long waiting for a taxi that had been booked and also 
helps the driver to save fuel consumption because the taxi drivers 
do not have to drive across town to get the passengers and are 
just waiting for confirmation sent by this system. 

Keywords—Dijkstra, GPS, GIS, Tracking, Routing. 

I. INTRODUCTION  
Global growth in the number of vehicles is expected to 

increase along with economic growth and the number of 
middle class society is increasing, such as in China and India. 
Although the growth in the number of vehicles in addition to 
the positive impact that the increasing number of middle and 
upper class residents, but the development of a tracking system 
(tracking) of a vehicle which is also a very important part in a 
transport system is still lacking. The use of tracking systems on 
the mode of transport will be very useful for a variety of 
aspects including safety and economy in private vehicles, mass 
transport systems, commercial vehicle, and so forth. 

On public transport services, especially taxis, often 
encountered a problem where the passengers have to wait very 
long to get a taxi that had been booked through the service 
provider. This generally occurs at rush hour where traffic jams 
often occur so taxis were booked sometimes be stuck in traffic 
so that the lower the level of service a taxi operator. Another 
problem that often occurs in the driver taxi in which a taxi 
driver had to drive around far enough to get the passengers, 
causing increased fuel costs. 

The main objective of our research is to build a system 
capable of providing the service automatically and instantly to 
the passenger taxi. By using this system the position and 
velocity of each taxi will be monitored through the application 
of GIS (Geographic Information System) web-based. To be 
able to serve a taxi booking automatically, then the system is 
implemented Dijkstra's algorithm that serves to find a taxi that 
is most suitable for passengers based on the parameters within 
the prospective passengers of the taxi and the traffic levels 
nearby occurs so that passengers will get a taxi that had been 

ordered in the not so long. Another benefit to be gained is a 
taxi driver does not have to drive around to different places to 
get the passengers because the system will immediately send 
location information so that passengers actually increase fuel 
efficiency and improve services for passengers. 

II. STATE OF THE ART 

A. Automatic Vehicle Location (AVL) 
Automatic vehicle location system is a computer-based 

vehicle tracking vehicles [6]. The current position of each 
vehicle will be monitored and will be forwarded to the control 
center. 

 
Fig 1. Working principle AVL. 

Generally, the vehicle position information will be stored 
on the vehicle for which can last for several seconds. Position 
information can be forwarded to the control center in the form 
of raw data or after processing by the device on the vehicle 
before it is transmitted. 

Agent or transportation company has implemented AVL 
systems to help them in many ways. By implementing this 
system, the many benefits that can be taken as from the 
operational side, the system will help meet the schedule 
accuracy, improve the efficiency of the services, facilities 
integrated system and reduce the number of supervisors 
(supervisors) in the field. The benefits that can be taken in 
terms of communication and security is a radio system that has 
replaced the old, reducing voice communication via mobile 
data terminals and improve response time to incidents and 
emergencies. 

B. Global Positioning System 
GPS is a system that serves to determine the location on the 

earth's surface with the aid of alignment by satellites [10]. GPS 
uses satellite data to calculate the accuracy of the position of 



 

the earth. All GPS works the same way but they look very 
different and have different software. Very significant 
differences between the various GPS receivers is the number of 
satellites that can simultaneously communicate with the 
receiver. Most described the 12-channel receiver, which means 
the device is able to communicate with 12 satellites. GPS older 
models only able 8 or 5 channels, but with the latest models of 
receivers capable of communicating with 14-20 satellites. 

Number, position and signal strength of satellites allows the 
GPS to calculate the error rate. This error rate can be a good 
guide to know how accurate the readings done by GPS and an 
error rate that can be tolerated from a GPS device is under 10 
m (ideally below 5 m). 

GPS data recording is generally the same in all units. GPS 
receivers automatically record the data into its memory based 
on time elapsed or the distance of the movement that occurs. It 
is generally termed as trackpoints. GPS receivers can often be 
used as a complete navigation tool, not only offers driving 
directions and the location in detail but also offers a navigation 
tool that can help users when it will move from one place to 
another. Most receivers have been equipped with digital 
compass. Digital compass work based on data from satellites 
and this is not a compass made of magnet and will only work 
when the user starts to move. 

C. Geographic Information System 
Geographic information systems (GIS) originally evolved 

from two independent disciplines, namely: digital mapping and 
database. The development of digital cartography as a result of 
growing world of design, especially CAD (Computer Aided 
Design) since the 1960s. Similarly, the development of the use 
of data base management systems, especially database or 
Database Management Systems (DBMS) that enables the 
integration of spatial data and non-spatial contribute to 
accelerate the development of GIS. In a further development of 
GIS involves various disciplines such as remote sensing, 
photogrammetry and surveying. 

 
Fig 2. Example of GIS. 

Today the use of GIS has been highly integrated with daily 
life. Geospatial technologies that work behind the scenes has 
helped either directly or indirectly projects and government 
programs. The map feature is currently available in almost 
every information system. Ranging from information services 

(service) to address the search needs, something very difficult 
thing happened in the era of the 1980s in Indonesia. 

D. Dijkstra Algorithm 
Dijkstra's algorithm invented by Edsger Dijkstra in 1959, is 

a graph search algorithm that solves the shortest path problem 
that originates from one node to a graph with node weights can 
not be negative [7]. The analysis was performed by examining 
the node with the smallest weight and put it into the set of 
solutions to the initial search origin node requires knowledge 
of all the paths and weight, so it is necessary exchange of 
information with all the vertices. Dijkstra algorithm has a 
simple nature and plates (straightforward), according to the 
working principle greedy. Constituent elements of the greedy 
algorithm is: 

1. The set of candidates, C 

This set contains elements that have a chance to form a 
solution. On the issue of the shortest path in the graph, 
this candidate set is the set of vertices in the graph. 

2. The set of solutions, S 

This set contains the solution of the problems were 
resolved and the elements consist of elements in the set of 
candidates but not all of them, or in other words, the 
solution set is upabagian from the set of candidates. 

3. The selection function 

The selection function is a function that will elect any 
candidate which allows to produce the optimum solution 
for every step. 

4. The feasibility function 

The feasibility function will check whether a candidate 
has been elected violate the constraint or not. If a 
candidate violates the constraint then the candidate will 
not be incorporated into the solution set. 

5. The objective function 

The objective function will maximize or minimize the 
value of the solution. The goal is to choose one course the 
best solution from each member of the set of solutions. 

Figure 3.10. below is an example of an undirected graph 
consisting of 5 dots and 7 pieces of track connecting between 
two points. Djikstra algorithm is used to find the shortest 
distance from a point to another point on the undirected graph. 

 
Fig 3. The example of undirectional graph   



 

Based on the example of undirected graph above specified 
search starting point is the point 1 with the goal of 4 points and 
will look for the shortest distance that can be taken from point 
1 to get to the point 4. The following is an explanation table 
graph using the Dijkstra’s algorithm: 

 

TABLE I. Explanation of the graph using Dijsktra  algorithm. 

 

 

Completion Dijkstra path algorithm point 1 to point 4 has 
been completed as described above and the table according to 
the calculation graph search algorithm dijkstra appropriate 
procedural steps. In the first line of all successor in the set of 0 
means to give value to a point source route to be used for all 
routes and ketidakterbatasaan another point, stating the fact 
that it is not known any trajectory. 

For further because of point 1 as the source track then it is 
definitely elected. So it turned into a status set 0. 1. Point 1 will 
be check points directly neighboring ie points 2, 3, 4 and 5. 
From there dijkstra will choose who has the lowest weighting 
towards the next point. Elected point 2 with a weight of 1, sets 
the status of 0 is changed to 1 and so on. Then search the 
shortest distance of the above, obtained shortest path based 
search dijkstra from point 1 to 4 is via direct point 1 point 4 
with the weight trajectory 5. 

III. SYSTEM DESIGN 
The system to be built consists of the android smartphone-

based GPS receivers that are placed on each vehicle called on-
board unit (OBU) and a server unit that serve receive position 
information from each GPS receiver and display it through a 
web-based service. The system works by monitoring in real 
time of the position of the vehicle and the level of traffic 
density. 

 
Fig 4. The design of system architecture 

GPS receivers used in this system is a smartphone with 
Android operating system. Data from GPS feature on a 
smartphone will be sent to the server, using the application 
B'trace. Besides being able to track the position of a 
smartphone, this application will send the data of latitude and 
longitude in real time to a server. Data transmitted by the GPS 
receiver will be stored in the database of the server used. 
When passengers access the application pages, the system will 
show the position of each taxi is available on a web page 
based on latitude and longitude of the data collected from 
around the GPS receiver of each taxi. 

 

 
Fig 5. The tracking application 

 
To be able to find the vehicle that best suits the passengers, 

then the system will use dijkstra’s algorithm. Dijkstra’s 
algorithm to be used in this system using the position of the 
vehicle as well as the density of traffic on urban streets as the 
parameters to be taken into account to find the most 
appropriate vehicle for passengers. If the taxi with best 
categories have been found, then the system will automatically 
send information about the position of passengers to taxi 
drivers through a service-based push e-mail. 

 

IV. DISSCUSION AND CONCLUSION 
The data will be sent to the server is the data that has been 

processed first by the GPS receiver before being sent to the 
server via communication celular services (GSM). 
Transmitted data is the data latitude and longitude to be used 
by the server to map the position of each taxi on a google map 
based map application. Latitude and longitude data that has 
been sent by the GPS receiver and stored into a database 
which will be processed by the server to determine the 
position of the nearest taxi with passengers. 

This system will be tested in urban areas within the period 
that adjusted to the level of traffic density occurs. This system 
will be tested in two conditions. First in the event of high 
traffic density is at 07:00 AM - 03:00 PM. Second, when the 
current traffic conditions back smoothly ie at 05:00 PM - 
09:00 PM. In this test, the designed system will be compared 
with the existing system services to know the service 
improvement that occurs based on the waiting time of each 
passenger on a taxi that has been booked. 

Path Initial Path Point I(i,j) 
1 2 3 4 5 

0 0 0 0 0 1 2 3 4 5 
1 1 0 0 0 0 1 ∞ ∞ ∞ ∞ ∞ 

1-2 1 1 0 0 0 2 1 ∞ ∞ ∞ ∞ 
2-3 0 1 1 0 0 3 3 2 ∞ ∞ ∞ 
3-5 0 0 1 0 1 4 5 ∞ ∞ ∞ 7 
5-4 0 0 0 1 1 5 6 ∞ 4 ∞ ∞ 



 

 
Fig 6. Application user interface 

 
Dijkstra's algorithm is applied to the system will be able to 

solve the problem of finding the best with the taxi to the 
criteria based on the parameters of the taxi with the shortest 
distance to the passenger and traffic levels that occur in an 
area. These applications provide benefits not only to 
passengers where passengers are not too long waiting for a 
taxi he had a message but also provide benefits for taxi drivers 
where the close proximity of the passengers will save time and 
fuel consumption. 
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Abstract--- Organizations find new challenge which is related to 
employees’ engagement along service support implementation. 
Gamified-service is defined as service support which integrated 
Information Technology Infrastructure Library (ITIL) and 
gamification model. This integration enables fun, challenge, and 
reward to boost employees’ motivation. Pressure in the workplace 
and employees’ personal issues become main triggrer to decrease 
productivity. According to this reason, we need to add persuasive 
approach along implementation of ITIL best practices. This 
research focused on designing gamified-service prototype in order 
to help organization build game-like workplace environment. We 
believe that gamified-service will help  employees do their job 
with fun way. 
Keyword---gamification;ITIL;service support;user engagement 
 

I. INTRODUCTION 

Most of organizations in this era implement information 
technology (IT) to help their activities run more effective and 
efficient.  But, there are always unexpected incidents and 
problems during the use of IT. It can slow the activities down, 
so that there will be delay time which will cause 
disappointment of end users as stakeholder. It is why we need 
service support to fix the IT incident and problem.  

The implementation of service support needs best practice 
that is able to ensure standard service support is well designed. 
In this research, we use Information Technology Library 
(ITIL). But, we think that best practice is not enough because it 
just handles the mechanism of how to deliver good service 
support, it can not handle service support employees’ 
motivation. Moreover, it can not ensure the engagement 
between employees and the system they use. Previous research 
shows there is a positive correlation between full user 
involvement and participation with system success [1]. 
According to this matter, we need other persuasive approach.  

Gamification model is the use of game design in non-game 
context[2]. This model is used as persuasive approach to 
motivate users of system in order to reach the system owner’s 
goal. By using gamification, we can increase productivity of 
service support employees. 

Naturally, human like challenges, games appeal to the 
players because there are challenges and uncertainties. 
Scientists who research about human’s brain around the world 
agree that challenge- achievement- reward loop promotes 
production of dophamine. It can create satisfaction and 
reinforce desire to play [3]. 

This research focuses on the integration of ITIL and 
gamification model. The representation of the integration is a 
gamified-service. We believe that full engagement of 
employees will increase the productivity and service quality. 

 

II. LITERATURE REVIEW 
A. ITIL 

ITIL is document that presents best practices to manage the 
implementation of IT service. ITIL explains the detail of 
management and IT operations such as incident management, 
problem management, change management, configuration 
management, and availability management. The latest version 
of ITIL is ITIL 3.0 which has been published in 2007 by 
Office of Government (OGC). It contains 5 phases of service 
lifecycle.  

• Service Strategy 
• Service Design 
• Service Transition 
• Service Operation; 
• Continual Service Improvement 

 
B. Service Support 

The service support first presents in previous version of ITIL, 
version 2.0. It covers main cores of ITIL processes which are 
responsible to support the IT services. In the latest ITIL, it will 
be represent as service operation. Service support covers the 
concepts below : 

 
• Service desk 
 To run ITIL processes, we need a function. Service 

desk is a function to provide communication between 
users and IT employees. Service desk roles and 
responsibilities are senior service desk manager, service 



desk manager, service desk supervisor, and service desk 
analyst [4]. Service desk primary tasks are providing 
solution of IT infrastructure incident, request, 
problem,etc. Moreover, service desk is a single and first 
line which communicate with users in order to 
information about status of incident, request, problem, 
etc. 

• Incident management 
Process defines as set of structured activities and tasks 
that produce a specific goal [5]. ITIL processes have 
been specified. Such as incident management, it has 
been specialized to manage incident.  Incident 
Management is often the first process when introducing 
the ITIL framework to a Service Desk, and offers the 
most immediate and highly cost reduction and quality 
gains [6]. 
- Problem management 
 This process contains activities to diagnose the root 

cause of incident. It also responsible to maintain 
problem information and resolution. So that 
organization is able to minimize incident. 

- Configuration management 
 Process configuration management is a system that 

integrate all tools and provides critical data on 
improvement opportunities [7]. It eliminates a lot of 
manual works and produce better stability, 
predictability, and maintainability. 

- Change management 
 Process change management is defined as set 

activities to ensure the standard procedure are used 
to control changes. 

- Release management 
 The release management contains planning, 

designing, building, configuration, and testing 
hardware and software releases to create a set of 
release components. 

 
C. Gamification 

 Many organizations have implemented gamification 
model in order to motivate their employees while doing 
their tasks. Last four years, gamification has been 
discussed. Many applications have been using 
gamification, like Nike+ Running, GoJek, and 
Foursquare. Gamification helps the organization to gain 
costumer ‘s satisfaction. It is not a user interface design, 
it is about how to reach the goal with fun way. 
Gamification enables win – win solution between 
organization and employee [8]. Organization can reach 
their goal, and employees are able to get the internal 
satisfaction, like full engaged system.  
 Based on research, job satisfaction, high loyalty, and 
productivity of employees are stimulated by good internal 
service and organization policy [9]. It means issues which 
are related to employees satisfaction is critical in helping 
organizations reach their goals and business such as 
satisfying their costumers.  
 

D. User Engagement Measurement 
 User engagement is defined as the quality of the user 
experience that emphasises the positive aspects of the 
interaction. It is not just about usability but it also 
contains how users invest time, attention, and emotion 
when they are connected to the system [10]. We can 
identify each attributes of user engagement degree by 
using user engagement measurement. According to the 
previous research, user engagement attributes are focused 
attention, aesthetic, novelty, percieved usability, 
endurability, felt involvement[11].  
 

 
III. DESIGNING GAMIFIED-SERVICE 

 
 Gamified- service is web-based service system that 
gamifying the processes which are mentioned in ITIL. In this 
paper we will introduce the prototype of gamified – service 
which runs function service desk and process incident 
management.  Based on ITIL, there are 3 main roles of service 
desk, service desk analyst (SDA), service desk supervisor 
(SDS), service desk manager (SDM). First, SDA acts as the 
first level of service desk. It responsible to provide quick 
solution for reported incidents, entry all details about incident, 
do basic analyze, and deliver solution from upper level to 
costumer if the incident report is escalated. Second, SDS as 
second level. Beside ensuring the skill levels of staffs are 
mantained and representing SDAs at meetings, SDS becomes 
the escalation point when SDA finds difficulties or 
controversial calls. Third, SDM as escalation point for SDS. 
SDM provides solution for incidents which can not be handled 
by first and second level. Moreover, he responsibles to do 
advance analyze of business impact which caused by incidents 
and report it to the board. Fig 1 shows the use case diagram for 
service desk roles.  
 

 
Fig.1 Use Case Diagram of Service Desk Roles 



There are seven main features of gamified- service prototype, 
namely, (1) record costumer, (2) record incident, (3) solution 
database (4) known error database (KEDB),  (5) escalation, (6) 
close incident, (7) leaderboard. 
 
 

 
Fig.2. Gamified- Service Home Page 

 
 First,  costumer will report the incident to SDA and he will 
create a new data costumer if costumer does not exist in 
database.  
 Second, when the record of costumer is already saved, 
SDA records details of incident such as, category of incident, 
description of incident, time and date of incident, level of 
urgency, etc.   
 Third, SDA checks solution database to find solution if the 
solution can not be found in solution database, he will provide 
solution based on his skills and knowledge. This activity is 
also the mechanism of input solution. When solution of 
incident is first time recorded to database, it is not directly 
inserted to solution database. It needs supervisor to review the 
solution. Once it is accepted, it will be recorded as solution 
 Fourth, incidents which are reported more than once will be 
recorded on KEDB. This features will help organization to find 
the weakness of IT Service and enable the opportunity to 
evaluation and improvement. In this feature, we will see 
incident records, their solutions, and how many times they 
reported. 
 Fifth, SDA can use solution database to deliver the solution 
and his own skills and knowledge, if costumer is satisfied, 
SDA is able to close the incident. In contrary, if SDA finds the 
costumer doubts, it means incident solution is failed, SDA will 
create incident ticket and forward it to upper level, SDS and 
SDM. SDS and SDM are responsible to open the escalated 
ticket. SDS escalated incident ticket to SDM, and if SDM can 
not fix incident, SDM will forward the incident ticket to 
problem management, which means the incident ticket is 
failed.  Moreover, incident ticket will fail if  the incident ticket 
is not open, and it causes SDA loses RP. But, the gamified-
service does not include the punishment for irresponsible SDS 
and SDM. This matters will be charged to upper level of 
organization. 

 Sixth, when solution for incident is delivered, SDA close 
the incident management process. If the incident management 
is closed before time ends, SDA will get points. and in 
contrary if it is closed after time has ended,  SDA will lose 
points. In this system, points are categorized by two types, 
redeemable points, and experience point (XP). When service 
has failed, SDA will lose the RP. Service will fail if the 
incident ticket is not opened and solution is not delivered to 
costumer until until the time ends. In contrary, when SDA 
delivers the solution to costumer on scheduled time,  RP and 
XP will gain. RP can be exchanged to desirable contents, such 
as bonus, shopping voucher, etc. SDA can lose RP, but his XP 
will keep gaining. Every actions in gamified- service is 
considered and the experience keep gaining. It becomes the 
reason for giving the XP even the incident ticket has failed. 
Leaderboard shows the top 10 SDA with highest XP and RP. 
 
 

TABLE 1 URGENCY LEVEL AND TIME TO SOLVE 

Urgency level Estimated time to solve incident 

1 = Low 12– 23 hours 59 minutes 59 seconds 

2 = Middle 6 – 11 hours 59 minutes 59 seconds 

3 = High 0 – 5 hours 59 minutes 59 seconds 

 
 Seventh, leaderboard shows SDAs with highest XP and RP. 
It helps organization to create competition environment in 
workplace. There are many game elements that can be used, in 
this prototype we use points as core element. Points are able to 
be converted to other game elements, when SDA has points, 
then organization can add other elements, such as avatar, 
badges, exclusive contents, virtual contents, etc. These 
elements depend on points, system needs points to upgrade 
badges, so does when system need to give exclusive contents 
to SDA.  
 Along the implementation of gamified-service, we need to 
identify what are indicators of success.  It also helps 
organizations get information about how far they have gone. 
Tabel 2 shows the basic evaluation indicators for service 
support [12]. We suggest a gap analysis between pre-
implementation of gamified-service and post implementation. 
After do a gap analysis, organizations are able to find what 
should they do to improve their services. 

 
TABLE 2 BASIC EVALUATION INDICATORS FOR 

SERVICE SUPPORT 
Indicators Explanation 

Response time  Response user’s calls as soon as 
possible 

Call rate Rate of request for help (RFH) 
that comes from service desk 



Records of request call Numbers of the events and 
insidents recorded by service desk 

Rate of complains Assessing the service desk 
whether handling incident 

Accuracy of incident 
classification 

Assessing the service desk 
whether handling accidents by the 
defined categories 

Growth rate of desk insident The rate that incidents could not 
be processed 

Rate of incident handling Remote processing rate when 
service desk recieves the RFH 

First call completion rate Connected rate when user first 
calls 

 
 

IV CONCLUSION 
 
 Service support employees must be fully engaged to the 
system because they responsible to communicate with users in 
order to help users fix incidents, problem, etc. If they can not 
engaged to the system, then it will cause slow response to the 
request, event-handling, incident, etc. Engagement deals with 
employees’ motivation, involvement, and participation. So, we 
propose design of gamified- service which integrate ITIL best 
practices and gamification model. By using gamification in 
service support, the engagement will be increased and may 
return benefits to organization such as internal satisfaction, 
costumer trust, etc. This design can be used to do some future 
research in gamified- service, like implementing mobile 
gamified-service, gamification system for costumer, and 
finding what are the most influence user engagement attributes 
for gamified service. 
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Abstract--- Gamified- Service is defined as a service support 
which used ITIL and gamification model to boost the motivation 
of service support employees. Along the implementation of service 
support, organizations find the challenge which is related to 
human resource who deliver the service. Pressure at workplace 
and personal issues become trigger to decrease their productivity. 
According to this fact, standard service support is not enough.  
We need  persuasive approach  to guarantee that employees are 
totally engaged. In other side, to ensure that good service support 
is implemented, we need best practices of IT Service 
Management, it is Information Technology Infrastructure 
Libarary (ITIL). This research is focused on creating a 
framework to build, implement, and maintain good service 
support with full engaged employee. 
 
Keyword---gamification;ITIL;service support;user engagement 
 

I. INTRODUCTION 

Most of organizations in this era implement information 
technology (IT) to help their activities run more effective and 
efficient.  But, there are always unexpected incidents and 
problems during the use of  IT. Those unexpected situation can 
slow the activities down, so that there will be delay time which 
will cause disappointment of end users as stakeholder. It is 
why we need service support to fix the IT incident and 
problem.  

The implementation of service support needs best practice 
that is able to ensure standard service support is well designed. 
In this research, we use Information Technology Library 
(ITIL). But, we think that best practice is not enough because it 
just handles the mechanism of how to deliver good service 
support, it can not handle the employees of service support’s 
motivation. Moreover, it can not ensure the engagement 
between employees and the system they use. Base on this 
finding, we need other persuasive approach.  

Gamification model is the use of game design in non-game 
context[1]. This model is used as persuasive approach to 
motivate users of system in order to reach the system owner’s 
goal. By using gamification, we can increase productivity of 
service support employees. 

Naturally, human like challenges, games appeal to the 
players because there are challenges and uncertainties. 
Scientists who research about human’s brain around the world 
agree that challenge – achievement - reward loop promotes 
production of dophamine. It can create satisfaction and 
reinforce desire to play [2]. 

This research focuses on the integration of ITIL and 
gamification model. The representation of the integration is a 
conceptual framework to build, implement, and monitor 
gamified- service. We believe that full engagement of 
employees will increase the productivity. 

 

II. LITERATURE REVIEW 
A. ITIL 

ITIL is document that presents best practices to manage the 
implementation of IT service. ITIL explains the detail of 
management and IT operations such as incident management, 
problem management, change management, configuration 
management, and availability management. The latest version 
of ITIL is ITIL 3.0 which has been published in 2007 by 
Office of Government (OGC). It contains 5 phases of service 
lifecycle.  

• Service Strategy 
• Service Design 
• Service Transition 
• Service Operation; 
• Continual Service Improvement 

 
B. Service Support 

 The service support first presents in previous version of 
ITIL, version 2.0. It covers main cores of ITIL processes 
which are responsible to support the IT services. In the latest 
ITIL, it will be represent as service operation. Service support 
covers the concepts below : 

 
•  Service desk 

 To run ITIL processes, we need a function. Service desk is 
a function to provide communication between users and IT 
employees. The roles and responsibilities of service desk  
are senior service desk manager, service desk manager, 
service desk supervisor, and service desk analyst [3]. 



Service desk primary tasks are providing solution of IT 
infrastructure incident, request, problem,etc. Moreover, 
service desk is a single and first line which communicate 
with users in order to provide information about status of 
incident, request, problem, etc, and give guidance and 
solution to users. 

•  Incident management 
Process defines as set of structured activities and tasks that 
produce a specific goal [4]. ITIL processes have been 
specified. Such as incident management, it has been 
specialized to manage incident.  Incident Management is 
often the first process when introducing the ITIL 
framework to a Service Desk, and offers the most 
immediate and highly cost reduction and quality gains [5]. 

•  Problem management 
This process contains activities to diagnose the root cause 
of incident. It also responsible to maintain problem 
information and resolution. So that organization is able to 
minimize incident. 

•  Configuration management 
Process configuration management is a system that 
integrate all tools and provides critical data on 
improvement opportunities [6]. It eliminates a lot of 
manual works and produce better stability, predictability, 
and maintainability. 

•  Change management 
Process change management is defined as set activities to 
ensure the standard procedure are used to control changes. 

•  Release management 
The release management contains planning, designing, 
building, configuration, and testing hardware and software 
releases to create a set of release components. 

 
C. Gamification 

Many organizations have implemented gamification model 
in order to motivate their employees while doing their tasks. 
Last four years, gamification has been discussed. Many 
applications have been using gamification, such as Nike+ 
Running, GoJek, and Foursquare. Gamification helps the 
organization to gain costumer ‘s satisfaction. It is not about a 
user interface design, but it is about how to reach the goal with 
fun way. Gamification enables win – win solution between 
organization and employees [7]. Organization can reach their 
goal, and employees are able to get the internal satisfaction, 
like full engaged system, reward, and reputation. 

Based on research, job satisfaction, high loyalty, and 
productivity of employees are stimulated by good internal 
service and organization policy [8]. It means issues which are 
related to employees satisfaction is critical in helping 
organizations reach their goals and business such as satisfying 
their costumers.  

 
D. User Engagement Measurement 

 User engagement is defined as the quality of the user 
experience that emphasises the positive aspects of the 
interaction. It is not just about usability but it also contains 

how users invest time, attention, and emotion when they are 
connected to the system [9]. 
 According to the previous research, user engagement 
attributes are focused attention, aesthetic, novelty, percieved 
usability, endurability, felt involvement[10]. By using user 
engagement scale (UES), we can get the score of each 
attributes. While,  the accumulation of every score is the 
degree of user engagement. But, it is also available for us to 
present the result as the score of each attributes in order to 
simply identify which attribute is being a focus to evaluation. 
 
E. Service Life Cycle Development 
 In Application Management Document which is one of 
ITIL product shows SDLC as an approach to manage service 
application[11]. The steps of SDLC are : 
• Feasibility study 

In this first step, we will do a set of practices to ensure that 
service is feasible to be implemented. 

• Analysis 
Implementation of service support needs the analysis about 
what is the current and desired state of selected process or 
function, and how do we reach the desired state. Moreover, 
we have to do some research and observe about 
stakeholder’s needs and system requirements. 

• Design 
After we gather the stakeholder’s needs and system 
requirements, we will create desired process business 
scheme. In this step, it is possible for us to build prototype 
in order to give better understanding to stakeholders about 
the system which will be deployed. 

• Testing 
The prototype or design that have been created in previous 
step will be tested. In this step, we will ensure that design is 
well designed and meet the stakeholder’s needs and system 
requirements.  

• Implementation 
In this step , the design which has been created will be 
transformed to application. After the application is coded, 
we need to test and if the application has been agreed by 
stakeholder, we will set up the infrastructures to  support 
the application. 

• Evaluate 
After the application has been set up, we need to evaluate 
the system periodically in order to find bugs and errors. 

• Maintenance 
When the bugs and errors have been listed, we need to fix 
the system. In this step, we must ensure that system run 
properly. Moreover, along the maintenance, we have  
opportunities to gather information and monitor the system 
in order to find a challenge for improvement. 

III.  FRAMEWORK DESIGN 
 

A. Gamification Framework Design 
 From literature study [12] [13], we design gamification 
framework that will be used to develope game mechanincs on 
service system. Figure 1 shows the presentation of model. 



 

2. An6. Implementation

1. Initialization

3. D

4. Colaborate

5. Testing

7. Monitor

Fig. 1. Gamification framework des
 

The steps of gamification framework are 
• Initialization 
 In this step, we need to know which p

must be gamified. Moreover, we nee
will join the project and form teams.  

• Analysis 
 After we identify what process that w

built, we need more detail and deep
current state of process and what is
after that we need to identify who
system. Identifying users is needed b
choose game elements. Moreover, in 
to discover what kind of technology th

• Design 
 In the analysis step, we have ident

users. In this design step we will des
that will be used. Such as designin
contents, etc. 

• Colaborate 
 After the elements are ready, we 

element to the system and create 
Game mechanics is about how a game
applied rules, and how the player
game[14]. In gamified- service 
component defines tasks and actions 
system. 

• Testing 
In this step, we will test the the design
will present the design and let the sys
check the correctness. 

• Implementation 
 If the design is accepted and the test

will continue to implementation step
full gamification model will be de
deployment, the second tests will be

nalysis

Design

 
sign 

: 

part of process that 
ed to identify who 

will be improved or 
per analysis about 
s the desired state, 
o are the users of 
because we need to 

this steps we have 
hat will be used. 

tified who are the 
sign game element 
ng badges, virtual 

will integrate the 
game mechanics. 

e operate, what are 
rs interact to the 
perspective, this 

that user can do to 

n or prototype. We 
stem owner to fully 

ts are success. We 
p. In this step, the 
eployed. After the 
e held. It includes 

functional and non-func
step will engage the end 

• Monitor 
 In this step, we need

elements and mechanic
agreements. 

 
B. Proposed Conceptual Fram
Service 

The conceptual framework 
two framework which have b
previous section. Fig 2. We can
and gamification model design 

 

Fig. 2. Conceptual framework for
 

Feasibility Study

Analysis

Design

Testing

Implementation

Monitoring and 
Evaluation

ctional tests. Additionally, this 
users to try the system.  

d to ensure that gamification 
cs work properly and meet the 

mework for Building Gamified-

gamified- service is deal with 
been explained and created at 
n see the combination of SDLC 

 

r Implementing Gamified-Service 

•is it feasible?

•What is the current 
function or process state? 

•Who are involved?
•What is desired target?

•Identify and prepare 
services

•Identify points
•Prepare game elements
•Prepare flow chart system

•Is the design or prototype 
accepted?

•Build the service system
•Combine game elements, 

services, and points
•Test the gamified-service
•Install IT Infrastructure
•Create user guide
•Workshop 

•Ask users' opinion
•Review feedback
•Gap analysis



The steps of conceptual framework for gamified-service are: 

• Feasibility Study 
This step deals with the study to identify feasibility 
status of implementation gamified service. We need to 
identify the benefits of implementing gamified-service. 

• Analysis 
If we find that gamified- service is feasible to be 
implemented. We can continue to analysis step. This 
step is focused on what is the current state of process or 
function that will be integrated with gamification 
model. We need to identify indicators in Table 1to 
simply assess current state of service support[15] : 

 
TABLE 1 BASIC EVALUATION INDICATORS FOR 

SERVICE SUPPORT 
Indicators Explanation 

Response time  Response user’s calls as soon as 
possible 

Call rate Rate of request for help (RFH) 
that comes from service desk 

Records of request call Numbers of the events and 
insidents recorded by service desk 

Rate of complains Assessing the service desk 
whether handling incident 

Accuracy of incident 
classification 

Assessing the service desk 
whether handling accidents by the 
defined categories 

Growth rate of desk insident The rate that incidents could not 
be processed 

Rate of incident handling Remote processing rate when 
service desk recieves the RFH 

First call completion rate Connected rate when user first 
calls 

 

Moreover, we have to identify who are the users and 
then we identify user engagements, motivation, 
opinions and stakeholder’s needs which are related to 
their view about the system. After gathering the 
stakeholder’s needs and user’s opinions,  we need to 
identify their desired target. 

• Design 
In this step, we prepare service and gamification 
contents. We also need to design rules for every actions. 
Below are activities of design: 
- Identify and prepare service 

This part deals with identification service features 
which are based on ITIL concept 

- Identify Points 
In this activity, points are identified. Points are used 
to get contents and stimulate elements 

- Prepare game elements 
 After identify the service and points we will prepare 

what are game elements that will be integrated to the 
service system. 

- Create flow chart system 
 After preparing all requirements, we need to create a 

process business of gamified- service. If needed, we 
can create prototype to deliver the design and 
gamified- service mechanism to system owner. 

• Testing 
The design has been created and we can continue to 
the testing step. In this step, we need to present our 
design to system owner to ensure the design meets 
their requirements. 

• Implementation 
The design that has been created and accepted will be 
transformed to service application. In this step, we 
will also do activities below : 
- Combine game elements, service, and points 

In this activity, every elements which has been 
choosen will be combined with rules.  

- Testing gamified- services 
In this activity, we have to complete functional 
test, non-functional test, user acceptance test 
(UAT). The goal of functional test is ensuring the 
gamified- service runs properly without errors. 
Based on ITIL, we may use diagnostic hooks 
which provide informations to fix errors. While, 
non-functional testing is more advance. It will test 
the degree of security, performance, usability, etc. 
When functional and non-functional test are done, 
we may engage the users to run UAT. This final 
test will direct to approval or rejection.  

- Set up IT infrastructure 
To run gamified- service we need other support 
technologies such as hardware and network. In 
this activity, we will engage IT Technical Expert. 

- Create user guide 
User guide is needed to provide guidance to users. 
It helps users to understand and operate the 
gamified-service. 

- Giving workshop and training 
This activity is important because it is the best 
way to help user to operate and understand system.  

• Monitor and Evaluate 
We need to monitor system activity to ensure that 
system run properly. The other activities that we 
should do in this step are : 
- Asking user’s opinion 

In order to gather information about user 
engagement, we need to interview system users. 
Their opinions are needed to identify what should 
be fixed and improved. 

- Review feedback 
After gather the information from users, we can 
set up solution to fix or improve the system.  
 



- Gap analysis 
First, we need to review the degree of user 
engagement. We can use user engagement 
measurement to ensure that we reach one of 
gamified-service goals. In order to assess the 
quality of service support, we can do assessment 
based on table 1. In the analysis step, we have the 
information about the state before the 
implementation. To ensure that we meet the goals, 
we can compare the state before and after 
implementation.  

 
 

IV CONCLUSION 
 
 Service support employees must be fully engaged to the 
system because they responsible to communicate with users in 
order to help users fix incidents, problem, etc. If they can not 
engaged to the system, then it will cause slow response to the 
request, event-handling, incident, etc. Engagement deals with 
employees’ motivation, involvement, and participation. So, we 
propose conceptual framework which integrate ITIL and 
gamification model. By using gamification in service support, 
the engagement will be increased and may return benefits to 
organization such as internal satisfaction, costumer trust, etc. 
This framework can be used to do some future research in 
gamified- service, like implementing mobile gamified-service 
or gamification system for costumers. 
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 Abstract---Digital workplace technology creates challenges 
to improve the way people do their business. By using it, 
organization is able to collect, process, and provide data faster, 
share knowledge, enforce their employee to communicate and 
collaborate with any devices. These can be done by using 
technologies such as big data, cloud computing, search-based 
application, and internet connection. But, we argue that 
technology is not enough to help organization to do its business 
and reach its goal. We propose the conceptual framework of 
digital workplace diffusion which are integrated diffusion 
theory, user’s engagement, and controls which are contained 
IT governance, risk management, compliance. We believe that 
user engagement and control are one of the keys for successful 
digital workplace diffusion. User engagement measurement is 
able to show the degree of employees’ understanding and 
acceptance to the digital workplace. While control is used to 
help organization in managing, monitoring, ensuring the 
digital workplace is aligned to the requirements and 
regulations. 
 

 Keywords--- digital workplace; digital workplace diffusion; 
user engagement; technologies. 
 

I. INTRODUCTION 

In information age, technology changes rapidly. New 
technologies can change the way people work and it 
becomes a new challenge to begin improvement.The digital 
workplace is meant to be a virtual equivalent to the physical 
workplace[1] where employees can work anywhere by using 
any devices, share knowledge, and browse data faster. This 
idea is based on the used of several recent trends, Bring 
Your Own Devices (BYOD), Internet of Things (IoT), 
people-centric work methods, and analytics [2] which help 
employees to collaborate and do tasks and activities 
effectively. 

In this proposed model, we propose a conceptual 
framework to digital workplace diffusion. Beside adding the 
technologies and diffusion theory which can help 
organization to implement digital workplace, we propose 
user engagement-centric and control. Employees must 
understand and accept digital workplace to bring a 
successful digital workplace diffusion. 

According to previous research, there is a positive 
correlation between full user involvement and participation 

with system success [3]. It becomes the reason for us to 
consider the focus on user engagement, we believe that the 
more users engage, the more chance for digital workplace 
diffusion to be success. 
 

II. LITERATURE REVIEW 

In this section, we will describe and discuss about 
theories which are related to digital workplace diffusion. 

 
A. Digital Workplace 

Digital Workplace is a coordination between technology, 
process and people [1]. Digital workplace enables 
employees to work effectively from anywhere, at any time, 
on any device and provides an internet-like participative 
mode and user experience no matter where their location 
[4].  

Digital Workplaces create employees’ ability to do their 
job by collaborating and communicating and connecting 
with others [5]. To achieve this goal, we need technologies 
as support. Digital Workplace is focused on developing an 
application for mobile environment. Integration of four 
technologies - mobile, big data, cloud computing and 
search-based application enables us to achieve the desirable 
feature of Digital Workplace  [6]. 
 
B. Diffusion 

Technological diffusion is a multi-stage process 
comprised of adoption, use and widespread incorporation or 
society [7]. Roger describes diffusion as the process by 
which an innovation is communicated through certain 
channel over time among the members of a social system. 
There are four elements of diffusion. Those  are innovation, 
communication, time, and social system. Innovation is 
defined as an idea, practice, or object that is  perceived as 
new by an individual or another unit of adoption [8]. 
Innovation is about figuring out how to add value for an 
organization. Innovation is the act with idea and 
successfully bringing them to life to solve problems and 
create opportunities [9]. 

To adopt an innovation, we need to introduce that 
innovation to adopter. The innovation is communicated 
through a communication channel. It is the means



by which messages get from one individual
social system. The members or units of a soc
be individuals, informal groups, organi
subsystems[8].  

Another aspect of communication proce
can find time dimension of diffusion in 
decision process. The innovation-decisio
essentially an information-seeking and
processing activity in which the individual 
reduce uncertainty about the advanta
disadvantages of the innovation. Fig.1 show
innovation-decision process[8]. 
 
C. User engagement 

User engagement is defined as the qua
experience that emphasizes the positive 
interaction. It is not just about usability, but
how users invest time, attention, and emotio
connected to the system [10]. It matters beca
to the confirmation of adoption status. W
engaged, it means they will more understa
they should do and they will admit the valu
system and there will be a chance to the in
well adopted.  User engagement has become
implementation of IT. It is a cognitive
represents  of positive emotion like enjoy 
[11].  It will suddenly  cause the intern
According to previous research, user eng
attributes, focused attention, aesthetic, nov
usability, endurability, felt involvement [12]
the list of  engagement attribute and de
attributes will be used to measure user engag
workplace. 

 
Fig. Innovation-Decision Process [8] 
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Fig.2
 
A. Initial Stage 
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Socioeconomics is about how to identify education level, 
income, and occupation. Moreover, personality variables are 
used to find personality type. At this activity, we can use 
five factor model (FFM). FFM is widely known as 
psychology model to identify human personality. This 
model contains openness to experience, conscientiousness, 
extraversion, agreeableness, neuroticism. 

After we identify employees’ personality type, we can 
continue to check on communication behavior. It contains 
three characteristics; communication quality, the extent of 
information sharing between employees, and participation in 
planning and goal settings [18]. After we analyze three 
characteristics of decision making unit, we can find the type 
of digital workplace adopter. 

According to the type of adopter, we can choose 
communication channel to present the digital workplace. 
Earlier adopter will more interest in cosmopolite mass 
media channel. Meanwhile, later adopter will more interest 
in cosmopolite interpersonal channel. 

 
2. Persuasion 

Persuasion stage aims to form the attitude of decision-
making units toward Digital Workplace. After they gain 
some understanding about Digital Workplace through 
knowledge stage, they will more involve with the idea of 
digital workplace. They will seek more information about 
digital workplace. Table 2 shows the characteristics of 
digital workplace which have to be covered. Finding the 
characteristics of digital workplace as innovation is 
important to decrease the degree of uncertainty for 
individual. In this stage, we can use interpersonal channel to 
communicate with decision-making unit. 

 
TABLE 2. CHARACTERISTICS OF DIGITAL WORKPLACE  

Characteristics Description 

Relative 
Advantage 

How Digital Workplace increasing user engagement 
and job satisfaction which can lead to productivity and 
profit organization 

Compatibility Digital Workplace meets organization needs and must 
be compatible with existing value and system 

Complexity Digital workplace must be easy to be understood and 
used. Additionally, along the implementation and use, 
there will be many changes which come from business 
and technical,  so digital workplace must be easy to 
customizable 

Trialability At  the persuasion stage, the idea of digital workplace 
seems to be uncertain, to minimize the risk which will 
lead to rejection, we must add prototype. By using 
prototype, we can present and demonstrate digital 
workplace. Moreover, we must enable the users to try 
or even use it to prove the list of advantages.  

Observability As we discuss at trialability section, we enable the 

organization to try the prototype and understand the 
mechanism. It will ensure that organization are able to 
check on what digital workplace can do for the 
organization. 

 
 

3. Decision 
Organization will decide to adopt or reject the 

implementation of Digital Workplace for their organization 
at decision stage. In this stage, we will use interpersonal 
communication channel. If the organization decides to 
adopt, we can prepare the requirements to implement the 
suggested innovation. In contrary, the rejection can be a 
passive and active rejection. Passive rejection means the 
organization refuses to adopt innovation at the first 
presentation of innovation. Meanwhile, the active rejection 
is defined as the state where the organization considers 
adopting the innovation but at the end organization decides 
to not implementing the innovation [8]. 

 
4. Implementation 

When an organization decides to adopt Digital 
Workplace, the next step is to implement it in organization. 
The organization and developer must discuss IT 
infrastructure, configuration, standard operations, and set up 
a support system to ensure the digital workplace runs 
properly. We also need to communicate the changes which 
are caused by implementation of Digital Workplace to all 
employees. In this stage, we can combine interpersonal and 
mass media communication channel. 
 
5. Confirmation 

After implementing Digital Workplace in organization, 
we still have to review and monitor impact of 
implementation to organization. It will ensure that 
organization make a right decision. Organization can reverse 
the decision if they find the implementation of Digital 
Workplace has failed to boost the desired performance. 

In this stage, we also propose user engagement 
measurement.  Implementation of IT, including digital 
workplace, needs full participation of employees as users. 
We propose the use of user engagement measurement which 
is formulated by Heather O'Brien. Using this measurement, 
we will measure every attributes of user engagement. 
 
D. Control 

This part shows the elements to help organization in 
managing, controlling, and ensuring the digital workplace 
diffusion align to the organization’s standard, and external’s 
standard such as government’s regulation.  

 
1. IT Governance 

We need IT governance along the implementation of 
digital workplace as an innovation. IT governance helps 
organization to ensure the use of IT is effective, efficient, 
and meet its goals. IT governance enables organization to 
fix organization’s culture issue along with digital workplace 



as IT product implementation and measure IT and business 
performance. Digital workplace as IT product requires an 
enterprise-wide focus, by implementing digital workplace 
organization must have solution for issues which are related 
to business and strategic. There are many frameworks which 
are related to IT governance, such as COBIT, ITIL, etc. 
Every organization is unique, so we can discuss with the 
board about what kind of IT Governance  that might be 
suitable.  

 
2. Risk Management 

Every project has risk. If risk is being left uncertainty 
and ignored, it will become seeds of failures for 
organization. Digital workplace diffusion is big project with 
high level of cost, risk management must be run to help 
organization in identifying, monitoring, prioritizing, 
minimizing risk, formulating guide, strategy, and policy, 
and more important is providing solution of risks using 
technology, human and organization resources. There are 
many frameworks for IT risk management, such as Cobit, 
Coso's Enterprise Risk Management (ERM), Risk 
Management Framework (RMF), etc. 

 
3. Compliance 

The implementation and operation of digital workplace 
must comply to organization policy and regulation in which 
it is implemented. When we decided to use digital 
workplace, we must define all the relevant rules and 
regulations, such as privacy law, Data Protection Act (DPA) 
etc. Thereafter, those rules and regulations along with 
organization policy will serve as guidelines for developer to 
develop the digital workplace. In operation of digital 
workplace, we also need to monitor employee's compliance 
to organization policy and regulation to avoid misuse of 
digital workplace. 
 

IV. CONCLUSION 
In this proposal, diffusion theory is suggested as an 

approach in introducing and implementing digital 
workplace. We also propose the use of user engagement-
centric and control. User engagement-centric helps 
organization to measure the degree of user involvement and 
acceptance to digital workplace. Meanwhile, control which 
contains IT governance, risk management, and compliance 
help organization to align digital workplace and its business, 
evaluate, and monitor the activities in digital workplace. 
Further research of this proposal is validation of the model 
and the impact of digital workplace to organization culture. 
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Abstract— The existance of wireless technology indirectly 
take huge positive and negative effect on all organism on this 
earth especially plant. On previous research held by Racuciu, 
Lftode, and Miclauss said there is an effect on corn plant growth 
which treated by electromagnetic waves in 1 GHz frequency. The 
objective of this research is to prove the effect of electromagnetic 
waves on the plant in microgravity environment. In this research, 
2.4 GHz electromagnetic waves were used and the testing 
environment will be used clinostat. The result on this research 
proved that there is an effect between electromagnetic waves 2.4 
GHz on plant especially rice plant in microgravity environment. 
The main effect that we discovered is faster growth than normal 
condition. 

Keywords—Electromagnetic, Microgravity, Plant. 

I. INTRODUCTION  

Earth is the place all of creature and organism live within 
e.g. human, animal and plant. Plant is one type of living 
creature that has many benefits for humankind. Indonesia is 
one of the agricultural countries where most of the plant 
population due to tropical climate and soil texture that 
encourages farming predominately. Furthermore, Indonesian 
staple food is rice that derived from rice plant (Oryza Sativa). 

Nowadays, a lot of researchs have been done to develop 
superior rice seedlings aiming to produce more rice in order to 
meet the food demand of Indonesian people, as we know rice 
fields getting smaller due to a lot of building and housing, 
especially in urban areas. Along with the development of 
information technology, many new technologies that facilitate 
human life, one of them is the wireless communication 
technology. With this technology allows humans to 
communicate remotely by using electromagnetic waves as a 
medium. The increasingly widespread use of this technology in 
everyday life, the impact on the number of BTS (Base 
Terminal Station). Of course as more BTS established, it will 
bring a great impact to the living beings who live around the 
Tower. During these studies that examine the effect of 
radiation of electromagnetic waves only focuses on a man, so 
the researchers rarely examined the impact of electromagnetic 
radiation for animals and plants. 

Outer space environment where humans rarely to think 
about the impact of the space environment on the lives of 
living beings. This is due to the difficulty to build the same 
conditions as in space. At this time, we can build a condition 
where the condition is nearly resembling the conditions in 
outer space with a tool called clinostat. According Fathona et 
al. [4] reported that Clinostat built with the intention of 
creating a zero-gravity environment. From the facts presented 
above, researchers interested to research that aims to find the 
relationship between the development of the rice plants for 
space environment and radiation of electromagnetic waves. 

II. STATE OF THE ART 

Research on the effects of electromagnetic waves on plant 
growth had previously been done by Racuciu, Lftode and 
Miclaus [1] with the electromagnetic wave frequency of 1 
GHz on corn and produce data as well as the period of 
exposure to a different microwave can affect seed germination 
and plant development started with the process mobile, such 
as mitosis. Study the effects of microwave exposure is 
important because they are worried about the effects that 
occur not only on the human body or a different animal, but 
also in plant organisms. As a result of this experimental study, 
we can say that the lower thermal oven 1 GHz microwave 
exposure is capable of initiating mutagenic effects and 
inhibition of cell proliferation and differentiation in seeds 
exposed. This indicates that there is an influence of 
electromagnetic waves on the growth and development of 
plants, further on previous research conducted by Igor Petrov 
Yu, Tatyana V. Moisseva and Elvira V. Morozova about [5] 
the effect of microwaves on plant wave results showed that 
there was accelerated growth of the seeds to plant without 
changing the cell structure of the plant. From both research 
before we can know that there is the influence of 
electromagnetic waves on the crop but research to investigate 
more about the influence of electromagnetic waves on this 
plant. On this paper researchers try to apply electromagnetic 
waves effects to plants in microgravity environment / space 
environment. 

A. Clinostat 

As quoted in the book made by the United Nations 
Programme on Space Applications Clinostat can be defined 
[2] assorted clinostats been developed, differing in the number 
of axes of rotation and operation mode with respect to the 
speed and direction of Clinostat form there is a form of two-
dimensional (2-D), or an axis, Clinostat has a single rotational 
axis, which runs perpendicular to the direction rotation. of 
gravity vector. A Clinostat three-dimensional (3-D) has two 
axes of rotation, which is perpendicular to one another. 
Clinostat this type runs at a constant speed and in a constant 
direction, specifically called Clinostat 3-D. However, if the 
two-axis rotating at different speeds and in different 
directions. The present study concentrates on the comparison 
between different devices in order to determine the condition 
of the simulation is right for the object being treated. Clinostat 
can be equipped with the capacity for microscopy, online 
measurement of kinetic or chemical fixation samples during 
rotation. A rotation on Clinostat often called "clinorotation". 
Further [2] Clinostat movement analysis based on classical 
mechanics of the rotation and non-inertial frame. Rotation of 



Clinostat generate fictitious force because there is a 
framework that is rotated coordinate system and the 
coordinates of the stationary frame. Both frameworks 
Clinostat rotated at a rate equal to the angle of the rotary axis, 
which is depicted as a dotted line as shown in Figure 1. 

Figure 1. Clinostat Design 
 
Figure above can describe with this equation: 
 
                          F’ = F – FCent- FCor-F”                          (1) 
 
With F is the force relative to the frame of reference that is 
stationary, F 'style relative to the reference frame rotating 
which is two order clinostat, Fcent a centrifugal force, F' 'style 
which is caused by changes in rotational speed against time 
and Fcor is the Coriolis force generated when particle moving 
in a framework that is playing. Decrease Equation (1) is 
analogous to the two coordinate frame where XYZ is a 
framework that is silent and X'Y'Z 'framework that is playing 
is shown in Figure 2. The zero point of the second frame these 
coordinates coincide. Suppose framework X'Y'Z 'moves with 
a constant angular velocity ω, and we place a particle at the 
point P and the vector A.  

Figure 2. The intersection of the lines of force 
 
By applying some conditions on Clinostat then some fictitious 
force would disappear or zero so that the fictitious force which 
is still in force is centrifugal force. Fcor koriolis style will be 
zero because the particles do not move to the coordinate frame 
is rotated; F '' style caused by changes in rotational speed will 
be zero because the coordinate frame rotating speed ω be 

made permanent; and we assume no frictional force or the 
influence of external forces so that F is equal to zero. Thus the 
force experienced by the particles only fictitious centrifugal 
force which is directed away from the rotary axis radially with 
a large following. 

 
where m is mass and r is the radius. Because the quantity of 
the desired radius and acceleration are known, then we can 
determine the angular velocity of the DC motor so that the 
sample is placed on Clinostat will accelerate considerably 
smaller than the acceleration of gravity. DC motor speed is set 
by applying a PWM method, namely the setting powering the 
motor by regulating the time the motor off and on, or so-called 
duty cycle settings D. 

 
Ton is the time motto tons and Toff is the time the motor off. 
This setting performed by the microcontroller by providing 
digital state 0 and 1 on the DC motor during a certain period 
in accordance with the calculation of the duty cycle D in 
Equation (3). Thereby forming microgravity environment. 
 

B. Rice Plant (Oriza Sativa) 

The rice plant is a plant that is used as a staple food, especially 
for the people of Indonesia. Even plants in nearly all parts of 
Indonesia are rice paddy which illustrates that the importance 
of this for the people of Indonesia. 
Today many breeding of rice so that rice varieties more and 
more stuff. In general, the rice began to grow around 5-6 
months. [4] The growth of the rice plant is divided into three 
phases: (1) vegetative (early growth until the formation will 
panicles / primordia); (2) reproductive (primordia until 
flowering); and (3) maturation (flowering to mature grain). 

 
Figure 3. Phase Growth Rice Plant 

 

C. Gravity Effect on Plant 

The effect of gravity was very influential on plant growth 
as quoted in the book made by the United Nations Programme 
on Space Application argued that Gravity-dependent growth is 
based on a highly complicated stimulus-response chain. The 
physical signal of gravity has to be transformed into a 
biochemical signal, which leads to a physiological response. 
Gravity is a force that acts on mass. A mass has to be 
transported in the gravitational field in order to create 



sufficient energy for the activation of a biological sensor. In 
order to transfer this signal at the level of a single cell, a mass 
which is denser than the surrounding medium must exist. This 
heavier mass sediment under the influence of gravity, thereby 
activating gravity specific receptors. Candidates for 
sedimenting mass are either intracellular statoliths or the entire 
cell mass (protoplast).9 The process that perceives gravity is 
called graviperception. Figure I shows a typical gravitropic 
response of a plant. 

 
Figure 4. Growth of root plants with gravity vector 

 
 Furthermore, in United Nations Programme on Space 

Application also argued gravity is the stimulus that uses plants 
to grow roots toward the vector of gravity (below), retaining 
the plants in the ground, and to sprout in the opposite direction 
of the gravity vector (above), out of the land toward the sun. 
To understand the "up" and "down" is required for the survival 
of plants on earth. 
It is also very necessary for all life on earth because 
photosynthesis necessary for the production of food and 
oxygen. 

III. SYSTEM DESIGN 

In the process of designing this experiment we will use three 
research objects and 2.4 GHz frequency electromagnetic 
waves to prove that there are significant electromagnetic wave 
frequency of 2.4 GHz on the growth of plants in the 
environment microgravity. The third subject may explain 
below: 
1. Subject A = Rice plants are treated with electromagnetic 

waves and also microgravity environment. 

Figure 5. Subject A 
2. Subject B = Rice who just put in the microgravity 

environment. 
 

 

 
Figure 6. Subject B 

 
3. Subject C = Rice grown without the use of 

electromagnetic radiation and microgravity environment. 

 
Figure 7. Subject C 

 

IV. RESULT 

Based by research above we have result in subject A 
growth of Rice plant is faster than subject B and subject C 
because as past research who did by Racuciu, Lftode and 
Miclaus that use 1 GHz electromagnetic waves used on corn 
plant it can make corn plant growth faster and result of subject 
A is related with past result research. In microgravity 
electromagnetic wave have a role to make plant growth faster 
in microgravity. 
In Subject B that provide by microgravity environment growth 
of rice plant is more slow than subject B because microgravity 
take effect on rice plant. 
In subject C the rice plant planted in normal condition and the 
growth of rice plant is growth normally. 
 
Of the three subjects are studied, it can be obtained as follows: 

Subjek A Subjek B Subjek C 

1. Growth Faster. 1. Growth more 
slow than 
normal. 

1. Growth normal. 



2. Growth with 
Kemotropism 
(root move to 
the nutrition 
way) 

2. Growth with 
Kemotropism 
(root move to 
the nutrition 
way) 

2. Growth with 
Geotropism 
(root move 
because 
gravity) 

3. Result of root 
cell 

Figure 8. Root Cell 

Cell structure 
different with 

normal 
condition. 

3.  Result of root 
cell 

Figure 9. Root Cell 
Cell Structure 

more smaller than 
normal condition. 

3. Result of root 
cell 

Figure 10. Root Cell 

Cell Structure 
normal. 

 

V. CONCLUSION 

Based on research that have been done, we encountered 
problem that this research has not been able to present more 
profound data because the limited facilities used during the 
study. In addition, the research data is still limited to rice 
plant. In general, the possibility of the result will be able to be 
applied to all plant because on previous research that 
performed by Racuciu, Lftode and Miclaus present the same 
data, but the research conducted by Racuciu, Lftode and 
Miclaus using normal environment. Different of past study 
with the present study we use a microgravity environment. 
With this research we add new knowledge about research in 
microgravity environment, because of that we can conclude : 

1. With the 2.4 GHz frequency electromagnetic radiation 
can accelerate the growth of this is due to electromagnetic 
wave radiation heats the plant cells so that photosynthesis 
can be optimized. 

2. With the 2.4 GHz frequency electromagnetic radiation 
can help plants to live in an environment microgravity 
(space) so as to allow for the existence of extraterrestrial 
life. 
 

VI. FUTURE WORK 

In future work research hope other work can prove if 
electromagnetic with different frequencies 1 GHz or 2,4 GHZ 
wil take same effect with past research. Also researcher hope 
research with space environment ore much that can be new 
knowledge about space environment and make a calculation to 
possible live in space.  
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Abstract—This paper presents the development of radio telescope 
receiver based on GNU radio and Universal Software Radio 
Peripheral (USRP). Usually an existing radio telescope receiver is 
only able to be used for fixed frequency and signal processing 
system; hence the other different frequency receiver needs to be 
carried out with different types of observation. Here, the 
development of radio telescope receiver includes the hardware 
system and the signal processing system. Then, the design of 
radio telescope receiver is developed based on GNU Radio and 
implemented by using USRP. From the result, it shows that the 
implemented radio telescope receiver which is applied for 
continuum observation can clearly detect signals at frequencies of 
322MHz and 406MHz n which those frequencies are usually used 
in radio telescope. 

Keywords—GNU radio; radio telescope receiver; software 
defined radio; universal software radio peripheral. 

I. INTRODUCTION  
Basically radio telescope is a device that is used by 

astronomer to observe celestial objects by radio waves [1]-[2]. 
It is comprised of some components typically used in radio 
communication such as antenna, amplifier and receiver [2]. In 
actual, there are several methods to observe celestial objects 
such as using light waves, infrared waves, microwaves, or 
gamma rays [3]-[4]. All of these tools have respective roles in 
the observation. Radiation of electromagnetic waves in radio 
frequency, for example, can not be detected by optical 
telescopes; however it is detectable by radio telescopes and 
vice versa. So the use of different methods for observing 
celestial object is complementary. 

Furthermore, the advantage of using radio telescope rather 
than optical telescope is the observation could be held anytime. 
Meanwhile, the exiting radio telescope system is usually 
designed only for specific application for example spectral 
observation or spectrograph observation. Therefore, for 
observing other application, it requires another system. This 
circumstance gives a big restriction since the economical value 
of the radio telescope receiver is usually very expensive. One 
method in overcoming the problem is using software defined 
radio (SDR) technology which allows the user to design radio 
transceiver by software. There are some applications that can 
be realized using SDR, such as transceiver system, base 
transceiver station (BTS) system, and radar system [5]-[8]. 

In principle, an SDR is a radio device which its part of 
components can be set through the software. It usually consists 
of two components, namely software components and 
hardware components. Some SDR frequently used is 
WiNRADiO and GNU radio. By using SDR, the selection of 
operating frequency can be conducted freely and easily with 
the condition of antenna and amplifier having fairly wide 
frequency range. Therefore, an SDR can be an alternative 
solution to be implemented in the design of radio telescope 
system since it can be applied as a receiver that accommodates 
multiple techniques. 

In this paper, the development of radio telescope receiver 
design using SDR is presented. Here, the SDR used for 
developing radio telescope receiver is based on GNU radio. 
Meanwhile, the implementation of radio telescope receiver is 
using USRP. The development of radio telescope receiver 
includes the hardware system and the signal processing system. 
Some brief description of telescope system is pointed out at 
first before the radio telescope receiver design. Then some 
discussion related the implementation of radio telescope 
receiver using USRP and its results are presented, and then 
followed by the conclusion. 

II. RADIO TELESCOPE SYSTEM 

A. Basic System of Radio Telescope Receiver 
 

 

Figure 1.  Block diagram of basic radio telescope receiver 

Fig. 1. shows a block diagram of basic system of radio 
telescope receiver which comprises of antenna, low noise 
amplifier (LNA), square-law detector and time-averaging 
processor [1]. The signal from celestial objects is catch by the 
antenna and then amplified by the LNA. The square-law 
detector gives the power of received signal and the integrator 
takes a range of times to integrate the signal so it can be 
expected the mean value of signal at the integrator output. This 



basic system is only can be used to observe the continuum 
properties of celestial objects. Meanwhile, to implement the 
receiver system for other properties, it is required to modify the 
receiver form basic system. 

B. Radio Telescope Observation Techniques 
There are two observation techniques which uses a single 

dish of radio telescope, namely continuum observation and 
spectral observation [1]. The continuum observation only 
observes the signal power of celestial objects, whilst the 
spectral observation is observation that gives us the spectral 
properties of a celestial object. All of those techniques have a 
different challenge in which the continuum observation is often 
used to make an image of the sky so the challenge is the 
resolution of the antenna, whereas the spectral observation is 
used to determine what chemical compounds that exist in the 
celestial object. For example at frequency of 1420MHz, it can 
be determined whether the object has a hydrogen component or 
others. The challenge of spectral observation is the power of 
the signal which is very weak. 

III. DESIGN OF RADIO TELESCOPE RECEIVER  

A. Radio Telescope Receiver for Continuum Observation 
 

 
Figure 2.  GNU radio flow graph of radio telescope receiver for continuum 

observation 

In order to be implemented as radio telescope receiver for 
continuum observation, the basic system of radio telescope 
receiver flow graph shown in Fig. 1 should be modified. The 
modification of flow graph based on GNU radio is illustrated in 
Fig. 2 in which the flow graph of radio telescope receiver 
brings the signal from USRP to be processed. The first flow 
graph records the signal in frequency domain. The flow graph 
obtains the magnitude of signal and multiplies it by the signal 
itself. Then, the signal is convoluted by single-pole infinite 
impulse response (IIR) filter where the filter works as time-
averaging. The difference equation of single pole IIR filter is 
expressed in (1). 
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It shows that the single pole IIR filter gives the past output 
and input in a specific weight that can be determined from the 
integration time. If the value of alpha equals 1 by sample rate, 
for example, it is obtained one second of integration time. 

B. Radio Telescope Receiver for Spectral Observation 
The main idea of signal processing in radio telescope 

receiver for spectral observation is in obtaining the averaging 
signal magnitude at various frequencies. So the flow graph of 
radio telescope receiver for spectral observation illustrates in 
Fig. 3 begins the process by transforming signal from time 

domain form to frequency domain. Here, the frequency domain 
signal is presented as a vector. Then the convolution is 
performed between the signal and single pole IIR filter. Fig. 4 
shows how the convolution works. The output of the single 
pole IIR filter is an average signal in frequency domain. Thus, 
the sub sampling process is performed in order to push the 
recorded file size. 

 

 

Figure 3.  GNU radio flow graph of radio telescope receiver forspectral 
observation 

 

Figure 4.  Convolution of a vector 

C. Hardware System of Radio Telescope Receiver 
As shown in Fig. 5, hardware system of radio telescope 

receiver is constructed by an antenna, LNA, jumper, and 
coupler. The important rules of arranging the hardware system 
are to amplify the weak signal and to keep the noise power as 
little as possible. To amplify the signal, the high gain antenna 
and high gain LNA are used for the system. To keep the noise 
low, it is required to minimize noise generation by hardware 
component. Therefore, an LNA with very small noise figure is 
employed; therefore the output SNR is not much different with 
the input SNR. The configuration of hardware system for radio 
telescope receiver is tabulated in Table 1, while the antenna 
and USRP used for implementation of radio telescope receiver 
are shown in Figs. 6 and 7, respectively. 

 

 
Figure 5.  Block diagram of hardware system for radio telescope receiver 

TABLE I.  HARDWARE SYSTEM OF RADIO TELESCOPE RECEIVER 

Component 

Antenna LPDA antenna for continuum observation and 
parabolic antenna for spectral observation 

LNA type Mini Circuit ZX60-33LN+, RAS1420MHz LNA 

Cable LMR-400 



    

Figure 6.  Antenna for radio telescope receiver, LPDA for continuum 
observation (left), parabolic antenna for spectral observation (right) 

 

Figure 7.  USRP for implementation of radio telescope receiver 

IV. RESULT AND DISCUSSION 
Fig. 8 depicts the result of GNU radio based radio telescope 

receiver for continuum observation implemented using USRP. 
Two sinusoid signal corrupted by noise signal is set for the 
system. Both of those signals have the same amplitude. It is 
shown that the value recorded by the system provide a constant 
power value which means the system can detect the total power 
among given bandwidth. At the early samples, it is difficult to 
see the differences between noise and signal, however after so 
many integration, the system can determine whether the 
received signal or the noise.  

 
Figure 8.  GNU radio result for continuum observation 

 

Figure 9.  Average output power recorded at frequency of 322MHz 

 

Figure 10.  Average output power recorded at frequency of 406MHz 

Figs. 9 and 10 plot the result of continuum observation at 
frequency of 322MHz and 406MHz with bandwidth of 5MHz, 
respectively. The figures show that the implemented radio 
telescope receiver successfully produces the total power of 
received signal. It indicates that the signal power at frequency 
of 322MHz is stronger than the signal power at frequency of 
406MHz. It is noticeable that the result is similar to the galactic 
background noise which has a peak value at frequency of 
30MHz and a minimum value at frequency of 1400MHz. 

 

Figure 11.  Integration result at first 500 samples 



 

Figure 12.  Integration result at first 6000 samples 

Furthermore, Figs. 11 and 12 show the comparison between 
the result of integration at first 500 samples and 600 samples, 
respectively. It is noted that the longer integration time the 
noise is getting down. This complies with the prediction and 
can be proven by standard error equation in which the error 
equals with variance of- and inversely to sampling number. 

V. CONCLUSION 
The development of radio telescope receiver based on GNU 

radio and USRP has been presented. The developed system of 
radio telescope receiver has covered the hardware system and 
the signal processing system. It has been shown that the 
implemented radio telescope receiver which was applied for 
continuum observation can detect signals at frequencies of 

322MHz and 406MHz which are usually used in radio 
telescope. In addition, to compensate the sensitivity of USRP, 
it is necessary to have a very high gain of. Meanwhile, the 
longer integration time of system is required since for more 
complicated system the noise will be higher. 
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Abstract— Information security in mobile phones has become 

a challenge when large amounts of data exchanged on the 

Internet. Secure information transfer can be achieved by 

cryptography and steganography. Cryptography is a tool that 

provides encryption techniques for secure communication. 

Steganography is the technique of hiding information by way of 

the message of the picture, so that in addition to the person 

addressed, another person will not be aware of the existence of 

the message. In this study the issues to be discussed is the 

technique of message encryption with RSA (Rivest Shamir 

Adleman) method. Messages are encrypted after compressed by 

LZW (Lempel Ziv Welch) method, so it will reduce the size of the 

message that will be inserted and increase the capacity of 

messages that can be inserted. Messages that have been 

compressed and encrypted, is then hidden by DCT (Discrete 

Cosine Transform) techniques. With the incorporation of 

encryption techniques, steganography, and compression, the 

acquired information is more secure and its capacity is larger. 

For a 512x512 colored image there are 1536 characters enable for 

hiding. With LZW the amount of characters hiding will be about 

twice larger in this research. 

Keywords—steganography; cryptography; encryption; 

compression;  LZW; RSA 

I.  INTRODUCTION 

Information security is a key issue on the exchange of data 
in open networks like internet. Anyone can access the internet 
from any part of the world without being limited by geographic 
boundaries, national or international. While useful for a variety 
of purposes, but there are security risks associated with the 
transfer of information over the internet. Anyone can hack the 
information and then make the misuse of information or 
destroy information. Anyone can destroy the information if it is 
not fully guaranteed or protected. 

Steganography and cryptography are very important role in 
information security. Steganography is a security tool that 
stores information confidential information in media files such 
a way that no one else except the sender and the intended 
recipient of the information can only guess where the 
information [1]. On the other hand, cryptography is 
enciphering and deciphering data and information with a secret 
code that can not be understood [2]. The purpose of both 

steganography and cryptography is the same but achieved in a 
different way. Good imperceptibility (difficult to detect hidden 
information) and sufficient data capacity (efficiency of hidden 
information) are two qualities that should be possessed by all 
steganography techniques [3]. 

Recent research conducted by the steganography include 
Rahna E. and VK Govindan on steganography techniques with 
unlimited payload [4], Saleh Saraireh [5], K. Challita and H. 
Farhat [6] proposed a combined scheme of steganography and 
cryptography that is resistant to attack. Research on DCT 
steganography method has been carried out by Prashasti 
Kanikar [7] and HB Kekre [8] where DCT for image 
steganography achieve better results than the DST (Discrete 
Sinusoidal Transform), Hartley wavelet, wavelet Walsh and 
Haar wavelet. However, there is no technique that combines 
encryption and data compression will be hidden in the picture. 
Compression is usually performed in the watermarking 
technique to cover image after the insertion process is done, as 
was done by Dr. Ajit Singh and Meenakshi Gahlawat [9]. In 
addition, these research will be implemented on mobile 
application. 

This research will be conducted in the form of a text 
message encryption technique by RSA method. Messages are 
first compressed with LZW method for reducing the size of the 
message that will be inserted in order to increase the capacity 
of messages that can be inserted. Messages that have been 
compressed and encrypted, then hidden by DCT techniques 
DCT. The system would then be implemented on android. 
With the incorporation of encryption techniques, 
steganography, and the compression, the hidden message is 
expected to be more secure and its capacity can be larger. 

II. THEORETICAL BACKGROUND 

A. STEGANOGRAPHY 

Steganography is derived from the Greek Steganos (hidden) 
and graphein (writing) [18], so steganography means hidden 
writing. Steganography is the art and science of hiding 
messages into a medium in a way that besides the sender and 
the recipient, no one actually knows or realizes that there is a 
secret message. In the modern steganography, steganography 
meaning evolved into withholding information on a digital 
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media file, the media can include images, sound or video [10]. 
There are two methods of steganography, namely Spatial 
Domain and Frequency Domain [10]. 

 Spatial Domain Steganography 

Spatial domain technique uses a message on the 
intensity of the pixels directly. Least Significant Bit 
(LSB) is a first spatial domain steganography 
techniques most widely used. This technique of 
embedding bits of the message into the LSB of the pixel 
image. But the problem with this technique is that if the 
image is compressed, the data inserted may be lost. 
Thus, there is a fear for the loss of data that might have 
sensitive information [11]. 

 Frequency Domain Steganography  

In the frequency domain, the first image is converted 
and then the message is embedded in the image. When 
the data is embedded in the frequency domain, hidden 
data is in an area that is stronger, spread across the 
entire image, and provide better resistance against 
statistical attacks. There are many techniques used to 
change the image of the spatial domain to the frequency 
domain. The most common method is usually used in 
the frequency domain image processing is a 2D discrete 
cosine transform (DCT) [12] [13]. In this technique the 
image is divided into 8 × 8 blocks and DCT 
transformation on each block is done. DCT set the pixel 
image according to the value of the image frequency. 
Bits of data embedded in the high-frequency 
coefficients of DCT. In the 8x8 blocks after DCT 
transformation, the pixel in position 8th of row and 8th 

of column (8,8) is changed to   for hidden information 

bit 1, and changed to - for information bit 0.  is a 
positive value represents the hidden information bit. 
This embedding scheme causes only one bit embedded 
in 8x8 pixel. Thus, we can calculate how many bits 
maximum for an image file with certain resolution. If an 
RGB image with resolution MxN will be embedded by 
data, the maximum capacity for hiding data will be 
floor(MxN/8

2
)x3. If the colored image resolution is 

1024x728, so the capacity will be 
floor(1024x728/8

2
)x3=27273 bits or about 3409 

characters. 

B. RSA ALGORITHM 

RSA algorithm was introduced by three researchers from 
MIT (Massachusetts Institute of Technology), namely Ron 
Rivest, Adi Shamir, and Len Adleman in 1976. RSA 
encryption and decryption process based on the concept of 
prime numbers and modulo arithmetic. Both encryption and 
decryption keys are both integers. The encryption key is kept 
secret and is not known publicly (so-called public key), but 
kept secret key for decryption. Decryption keys are made of 
multiple primes together with the encryption key. To find the 
decryption key, must be factored a composite number into 
prime factors. In fact, factoring nonprime numbers into prime 
factors is not easy. There has been no efficient algorithms 
found in factoring it. The larger the number the more difficult 

to get the non prime factoring. The more difficult factorization, 
the stronger is the RSA algorithm [14]. 

RSA algorithm having magnitudes as follows: 

 p and q are primes (secret) 

 n = pq (not secret) 

 ⌽(n) = (p - 1) (q - 1) (secret) 

 e (encryption key) (not secret) 

 d (decryption key) (secret) 

 m (plain text) (secret) 

 c (cipher text) (not secret) 

 
RSA algorithm is based on Euler's theorem which states 

that : 

a⌽
(n)

≡ 1 (mod n)  (1) 

with requirements :  

 a must be relatively prime to n 

 ⌽(n) = n(1 – 1/p1)(1 – 1/p2) … (1 – 1/pr), where p1, p2, ..., 
pr are the prime factors of n. ⌽(n) is a function that 
determines how many of the numbers 1, 2, 3, ..., n which 
are relatively prime to n. 

Based on the nature of a
k
≡ b

k
 mod n  for an integer k ≥ 1 , 

then the equation (1) can be written as : 

a
k⌽(n)

 ≡ 1
k
 (mod n)               (2) 

or a
k⌽(n)

 ≡ 1 (mod n) 

So that encryption and decryption are formulated as 
follows: 

Ee (m) = c ≡ m
e
 mod n                (3) 

Dd ( m ) = m ≡ c
d
 mod n             (4) 

Algorithms which generate the key pair : 

 Choose any two prime numbers , p and q  

 Calculate n = pq (preferably p ≠ q , because if p = q then n 
= p

2
 so p can be obtained by numerical square root of n)  

 Calculate : 

⌽(n) = (p - 1)(q - 1)              (5) 

 Select the public key , e , which is relatively prime to ⌽(n) 

 Generate a private key using the equation : 

ed ≡ 1 (mod ⌽ (n))             (6) 

C. LZW Coding 

If any  data  file  on  a  computer is  viewed,  character  by  
character,  one would  notice  that  there  are  many  recurring 
patterns. LZW is a data compression method that takes 
advantage of this repetition. The original version of the method 
was created by Lempel and Ziv in 1978 (LZ78) and was further 
refined by Welch in 1984. Like any adaptive/dynamic 
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compression method, the idea is to first start with an initial 
model, secondly read data piece by piece and lastly update the 
model and encode the data as one go along. LZW is a 
"dictionary" -based compression algorithm, this means that 
instead of tabularizing character  counts  and  building  trees, as 
done  in  case  of  Huffman  encoding,  LZW  encodes  data  by 
referencing a dictionary. Thus, to encode a substring, only a 
single code number, corresponding to that substring's index in 
the dictionary, needs to be written to the output file. It 
generally performs best for files with repeated substrings, such 
as text files [15],[16],[17]. 

The dictionary is assumed to be initialized with 256 entries 
(indexed with ASCII codes 0 through 255) representing the 
ASCII table. The compression algorithm assumes that the 
output is either a file or a communication channel. The input 
being a file or buffer. Conversely, the decompression algorithm 
assumes that the input is a file or a communication channel and 
the output is a file or a buffer.  

LZW compression algorithm is completely described 

as following [18]: 

1. Dictionary initialized with all the basic characters : 

{‗A‘..‘Z‘,‘a‘..‘z‘,‘0‘..‘9‘}. 

2. P  The first character in the stream of characters 

3. C  The next character in the stream of characters 

4. Are (P + C) string existing in the dictionary ?  

a. If yes, then P + C ( combine P and C into a new 

string ) 

b. If not, then : 

i. Output a string of code to replace P. 

ii. Add string ( P + C ) into dictionary and give 

the number / code that has not been used in 

the subsequent dictionary for that string. 

iii. P  C. 

5. Are there next character in the stream of characters ? 

a. If yes, then go back to step 2 . 

b. If  not , then the output code that replaces the 

string P , the termination process (stop) . 

 

On LZW decompression process carried out by the same 

principles as the compression process. The algorithm is given 

as follows [18]: 

1.  Dictionary initialized with all the basic characters : { ' 

A' .. ' Z ' , 'a' .. ' z ' , '0 ' .. ' 9 ' } . 

2.  CW  first code from the code stream (pointing to one 

of the basic characters). 

3.  See the dictionary and output the string of code 

(string.CW ) into a character stream 

4.  PW   CW; CW   next code from stream code. 

5.  Are CW string is existing in the dictionary? 

 If yes, then : 

a. output string.CW is saved to character stream  

b. P   string.PW 

c. C   first character  from string.CW 

d. add string (P+C) into the dictionary 

III. SYSTEM DESIGN 

Problem to be studied is the insertion technique on text by 

using a RSA Algorithm. The message inserted has been 

compressed by using LZW compression method so that the 

size of the message is smaller and the capacity of the inserted 

message is bigger. 

The input message is a text used as the secret message that 
will be encrypted later. Customizable text input by the user. 
Text input will be encrypted using RSA method and using the 
key which will be used in the decryption process. Messages 
that have been encrypted earlier will be lossless compressed 
using LZW method so that the data size will be smaller. 
Results of the message that has been compressed to be inserted 
into the image with steganography using DCT. The image will 
be inserted chosen by the user. Image steganography results 
will be transmitted over data networks. Imagery will be 
received by the destination user and are processed to get the 
message that is needed. The image will be processed to get a 
text message hidden in the image. A text message has been 
obtained from the image is decompressed back to using LZW 
decompression technique. Text messages result from 
decompression was still not final results for the previous 
message encrypted with RSA method so that the necessary 
processes by using the decryption key that already exists. After 
the decryption process is complete we will get the actual text 
message.  

Embedding
Host 

Image

Text Compression Encryption

Stego Image

Key

Figure 1. The process of embedding preceded by compression 
and encryption on text 

Schematic diagram of the system proposed in this research 
proposal described by the scheme as shown in Fig 1. The 
scheme is effective to make the results of steganography 
become more secure and have a large capacity. Sequence of 
processes that occur from taking the text to be hidden is the 
compression process first, then a new encryption and data 
hiding is done. The sequence in this case is important, because 
the output of each process have different excesses when 
entering the next process is different. For example, if the 
sequence is converted into text-steganography-compression-
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encryption, the information carried compression process means 
not the text information, but the information related to the type 
of media cover or hosted on its stego image. If steganography 
used an image steganography, the type of cover that is a 
compressed image, as well as the encryption process. The 
encryption process is done on the output image compression 
process, not to a text content in terms of size lower than an 
image. 

Based on Fig 2, LZW compression is used to reduce the 
size of the text is a more appropriate choice because of the 
effectiveness of compression will be better, rather than 
positioning the encryption process after the new text then the 
compression process [18]. After the compression process is the 
process of encryption, the encryption process encrypts data size 
becomes smaller than the original size and it is becoming one 
of the other advantages that cause a reduction in the processing 
time of encryption. After the encryption process, the next is the 
process of hiding the information encrypted on the cover 
image. At the receiver who will take back the hidden 
information, the process is the reverse process than there are at 
the sender as shown in Fig 2. Sequence of processes that occur 
is the data extraction process, followed by a data decryption 
process to restore data is encrypted, and the last new 
decompressed to restore the information to its original size. 

Stego Image Extraction Decryption Decompression

Text

Key

 

Figure 2. The process of embedding preceded by compression 

and encryption on text 

IV. SYSTEM ANALYSIS 

Data hiding capacity in this scheme of hiding method 

will have a formula floor(MxN/block
2
)x3/8 characters. If 

block processing implemented in the simulation is 8x8 the 

formula will be floor(MxN/8
2
)x3/8 characters. The capacity 

for data hiding will be as displayed in Fig 3. The capacity 

displaying in Fig 3 is amount of data as the encryption and 

compression result, thus the real data capacity for hiding will 

be larger than the capacity in Fig. 3. 
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Figure 3 Image Resolution Impact for Data Hiding Capacity 

Fig 4 displays the maximum integer value as outputs of 

the compression process. The higher the character number as 

inputs of compression, the higher the maximum integer value 

as compression outputs. There are 3 types of character input 

for comparison. The first type is random character input (red 

line color). The input character is randomly generated from 0-

255 (ASCII number). The second type is repeated character 

input (blue line color) for 3 characters (e.g : ab ab ab ab .....). 

And the third type is normal text input (green line color) that 

we copy from the article and we process for compression. For 

first type the maximum integer value as compression output is 

also ups and down but in increasing trend. Normal type of 

input character tends to increase per groups of characters. And 

maximum integer value for repeated input characters is the 

same as normal type but keeps same integer maximum value 

in very long duration in each groups of characters. From Fig 4, 

also we can conclude that the integer value of output 

compression is more than 8 bits, depends on the input length. 

This case will certainly make an issue of encryption process, 

because in encryption process the bit length input will be 

limited to certain length of inputs bits which depends on p and 

q value of RSA.  
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Figure 4. Effect of  Input Number to Maximum Output Value 

of LZW Compression Process 

The amount of character input before compression 

process will also affect to the compression output length as 

displayed in Fig 5. Random character input causes the length 

of output compression tends to be the same as the length of 

input compression. While for normal case, the length of output 

compression is about 50% of input length. It means the 

compression ratio for the normal character input is about 50%.  

Besides the compression process, we must concern also 

about the encryption process. What is the maximum value of 

RSA encryption input and also what is the maximum value of 

RSA encryption output are the things that we must know for 

synchronization with compression and embedding process. In 

the appendix there is a table that explain about maximum 

integer value of input encryption value which depends on p 

and q RSA value. If the encryption input exceeds the 

maximum integer value in the table, then the decryption 

process will be failed. Because of this case, there are several 

things that need to be adjusted so that between the input and 

output of each process can be synchronous. These things 

include: 

 Keep adjusting the output format of the compression 

process with input from the encryption process 

 Need to adjust the amount or length of the output of the 

compression process with input from the encryption 

process 

 Keep adjusting the output format of the encryption 

process with input from the process of embedding 

 Need to adjust the amount or length of the output of the 

encryption process with input from the process of 

embedding 
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 Figure 5. Effect of  Input Number to Compression Output 

Length 

Similarly, at the receiver, there should be an adjustment 

in contrast to the above points. Some of the problems that 

occur in addition to the above adjustment problems are 

associated with the following: 

 Output compression process has the character length that 

is not fixed 

 The value of p and q in the RSA encryption process must 

have a certain prime value 

 The format of the data output from the encryption 

process is 16 bits unsigned integer  

 The data will be hidden on the cover image should have 

a maximum length in accordance with the capacity of 

insertion of bits in the image 

Those problems have an impact on the process of initial 

or preprocessing before data is processed on a block to next 

process. Solutions are being made to overcome the above 

problems, among others, as following : 

 To address the problem that the output of the compression 

process has the character length is not fixed, it can be 

determined in advance how the maximum length of the 

text to be compressed by the compression ratio with a 

range of minimum-maximum, so that the Figs obtained 

compression results in a certain range that can be 

accommodated by the encryption process and embedding 

processes. So in this case there are special parameters that 

deal with setting a maximum character length in the 

beginning. 

 The value of p and q in the RSA encryption process must 

have a certain value, then we must carry out several 

experiments to check the p and q values are suitable in the 

process of encryption. With the value of p and q, the 

encryption process can be performed on the data with a 

maximum length specified. 
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 To solve the problem of data output format of the 

encryption process which has 16 bits unsigned integer 

format, then it needs to do splitting process for 16 bit 

unsigned integer becoming two number with 8 bits 

unsigned integer before embedding process. 

CONCLUSION 

The simulation design of securing data using a 

Combination of LZW Compression, RSA Encryption, and 

DCT Steganography faces some synchronization problems 

between its blocks. There must be adjustment at input value of 

each blocks anticipating the failure of the algorithm in the next 

block. Some adjustments needed are there has to be maximum 

range of text length as compression inputs, p and q must be in 

certain range, and splitting the output number of encryption 

process before DCT embedding. 
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APPENDIX 

TABLE I.  MAXIMUM INTEGER VALUE OF RSA ENCRYPTION INPUT 

ID p q 

Maximum Integer 

Value of RSA 

Encryption Input 

ID p q 

Maximum Integer 

Value of RSA 

Encryption Input 

ID p q 

Maximum Integer 

Value of RSA 

Encryption Input 

ID p q 

Maximum Integer 

Value of RSA 

Encryption Input 

1 2 3 6 15 5 2 10 29 11 2 22 43 17 2 34 

2 2 5 10 16 5 3 15 30 11 3 33 44 17 3 51 

3 2 7 14 17 5 7 35 31 11 5 55 45 17 5 85 

4 2 11 22 18 5 11 55 32 11 7 77 46 17 7 119 

5 2 13 26 19 5 13 65 33 11 13 143 47 17 11 187 

6 2 17 34 20 5 17 85 34 11 17 187 48 17 13 221 

7 2 19 38 21 5 19 95 35 11 19 209 49 17 19 323 

8 3 2 6 22 7 2 14 36 13 2 26 50 19 2 38 

9 3 5 15 23 7 3 21 37 13 3 39 51 19 3 57 

10 3 7 21 24 7 5 35 38 13 5 65 52 19 5 95 

11 3 11 33 25 7 11 77 39 13 7 91 53 19 7 133 

12 3 13 39 26 7 13 91 40 13 11 143 54 19 11 209 

13 3 17 51 27 7 17 119 41 13 17 221 55 19 13 247 

14 3 19 57 28 7 19 133 42 13 19 247 56 19 17 323 
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Abstract—In this paper, a design and implementation of compact 
antipodal Vivaldi printed antenna is proposed for ultra wideband 
(UWB) application. The antenna which is intended to work at 
frequency range of 1.5–3.5GHz is designed on an FR4 Epoxy 
dielectric substrate with the thickness of 1.6mm. In the design 
process, to have a compact antipodal Vivaldi printed antenna, the 
investigation is focused on its physical dimension with the 
reflection coefficient used as a key performance indicator. Two 
designs of antenna, i.e. single antenna and array of two antennas, 
are presented and then developed for the comparison. From the 
result, it shows that the realized single antenna has -10dB 
working bandwidth of 800MHz range from 1.6–2.4GHz. 
Meanwhile for the realized array antenna, it has -10dB working 
bandwidth of 1900MHz range from 1.6–3.5GHz. 

Keywords-antenna array; antipodal; ultra wideband; Vivaldi 
antenna. 

I.  INTRODUCTION 

Recently, application of wideband is very large such as for 
military and commercial usage [1]. But not only on those two 
cases, other field such as medical, geology, archeology, radar, 
and many others also using a wideband systems [2]. One of the 
most critical parts of wideband system is the antenna. 
Currently, the demand for a small and compact antenna is 
dictated by the mobility requirements such as portable surface 
penetrating radar (SPR). 

As is already, the SPR is a radar system usually used for 
object detection beyond the surface–mostly wall [3]. The SPR 
usually used in military or archeological field. SPR ways of 
work is similar to Ground Penetrating Radar (GPR). The 
device is processing the echo signal which is reflected by the 
object to get information from the object [4]. The information 
obtained can be varied, such as position and shape of the 
object, up to type of material that compose the object. In fact, 
SPR needs wideband systems to overcome the trade-off of 
resolution and signal depth of penetration [5]. Therefore a 
compact printed antenna with wideband response for such 
application is required. 

There have been a great number of researches related to 
ultra wide band antenna, such as Vivaldi antenna, Bow-tie 
antenna, spiral antenna, and many potential modifications 
which can improve the characteristics of antenna [6]-[8]. In this 
paper, the design of antipodal Vivaldi printed antenna is 

proposed. Vivaldi antenna is chosen due to its ease in design as 
well as in fabrication. The second antenna that proposed in this 
letter is an antipodal Vivaldi array of two single antennas. The 
array of two single antennas is proposed to get higher gain than 
single antenna. 

II. ANTIPODAL VIVALDI ANTENNA DESIGN 

A. Design of Single Antenna 
The initial design of antipodal Vivaldi printed antenna is 

using two ellipses as its exponential curve. The equation for 
each dimension is based on equations in [6]. The dimension of 
the initial design is 200.5mm x 182.6mm. It is approximately 
0.67λ x 0.61λ. Through parametrical studies, a compact 
antipodal Vivaldi printed antenna is investigated. The design of 
antipodal Vivaldi printed antenna is shown in Fig. 1, and the 
value of each dimension is summarized in Table 1. 

 

Figure 1.  Design of a compact antipodal Vivaldi printed antenna 

TABLE I.  VALUE OF ANTENNA DIMENSION 

Dimension Value (mm) 

W1 99.579 

W2 5.751 

R1 52.665 

R2 46.914 

Rs1 52.123 

Rs2 15.614 

L 22.877 



The antenna dimension is 75mm x 99.6mm. This is 
approximately 0.25λ x 0.33λ, where λ is the wavelength of 
1GHz. The antenna is fed from an SMA connector through a 
microstrip line. This microstrip line width is set 5.8 mm and its 
length is 22.9mm according to the results of parametrical 
study. This antenna is deployed on FR-4 Epoxy dielectric 
substrate with the thickness of 1.6mm and relative permittivity 
of 4.4. This proposed design reducing almost 80% area from 
initial design. The simulation results of reflection coefficient 
for of 2 designed antennas, i.e. initial design and proposed 
design, are plotted in Fig. 2. The simulation shows that the 
proposed design extends the low-end frequency more than 
400MHz. Although the high-end frequency is much lower than 
the initial design, the proposed design still meets the 
specification. 

 

 

Figure 2.   Simulation result of initial design and proposed design 

B. Design of Two Antennas Array 
Array of two compact antipodal Vivaldi printed antennas is 

linked together using T-junction. The figure of antenna array is 
shown in Fig. 3. SMA connector feeds a 50 microstrip line 
and then split into two 100 microstrip lines. Using a quarter-
wave transformer, 100 microstrip line is transformed into 
50 microstrip line that feeds each antenna. The width of each 
microstrip lines and a quarter-wave transformer is based on 
equations in [6]. The spacing between two antennas is set to be 
35mm according to the result of parametrical study. The 
simulation result of this proposed array design is shown in Fig. 
4. It shows that the bandwidth of antenna become smaller. The 
low-end frequency is rising from 1.1GHz to 1.7GHz. However, 
in general the return loss from 1.7GHz – 3.5GHz is deeper than 
the single antenna. 

 

Figure 3.  Design of two compact antipodal Vivaldi printed antenna array 

 

Figure 4.  Simulation result of single antenna and array of two antennas 

III. HARDWARE REALIZATION AND MEASUREMENT 

A. Realization of Single Antenna 
The design of compact antipodal Vivaldi antenna that was 

proposed is realized on 1.6mm FR4 Epoxy dielectric substrate 
through wet etching technique. The picture of realized single 
printed antenna is shown in Fig. 5. The reflection coefficient of 
realized antenna is measured using network analyzer and the 
measured result is plotted in Fig. 6. Unfortunately, the 
measurement result is very poor. The reflection coefficient is 
higher than -10dB for frequency of 1.6– 2.4GHz. The 
reflection coefficient also has higher value in any given 
frequency between 1.1–3.5GHz. 

 

 
(a) front view of realized single antipodal Vivaldi printed antenna 

 

(b) back view of realized single antipodal Vivaldi printed antenna 

Figure 5.  Picture of realized single antipodal Vivaldi printed antenna 



 

Figure 6.  Comparison of reflection coefficient between simulation and 
measurement for single antenna 

B. Realization of Single Antenna 
The second antipodal Vivaldi printed antenna that was 

proposed in this paper is the array of two single antennas. The 
realized printed antenna is shown in Fig.7. The reflection 
coefficient measurement is depicted in Fig. 8. The graph shows 
that the -10dB working bandwidth antenna become smaller. 
The high-end frequency is about 500MHz lower than the 
simulation. The result also shows that almost in any given 
frequency from 1.6–3.5 GHz the measurement result is higher 
than the simulation result. 

 

 
(a) front view of realized two antipodal Vivaldi printed array antenna 

 
(b) back view of realized two antipodal Vivaldi printed array antenna 

Figure 7.  Picture of realized two antipodal Vivaldi printed array antenna 

 

Figure 8.  Comparison of reflection coefficient between simulation and 
measurement for two antennas array 

IV. CONCLUSION 

Simulation result and measurement result of two antenna 
design is presented. The single antenna design that proposed 
can reduce the area almost 80% area of initial design. The 
single antenna design also extends antenna low-end frequency 
more than 400MHz. The simulation result of antenna array has 
a smaller return loss almost in any given frequency from 1.6–
3.9GHz. The smaller bandwidth of antenna array was caused 
by the use of T-junction to connect two single antennas due to 
T-junction usually used in narrowband. It might get better if we 
use power splitter such as Wilkinson power-divider to connect 
two or more UWB antenna, because Wilkinson power-divider 
is commonly used in UWB antenna array. Although the 
simulation shows a promising result, the measurement of two 
designs that proposed in this letter is not showing good result. 
The measurement result shows higher return loss than 
simulation result at almost any given frequency. There are so 
many causes such as the soldering which is not well attached to 
the patch. This also can alter the matching as well as the 
connection of SMA connector. 

ACKNOWLEDGMENT 

The authors wish to thank Mr. Zenal Aripin from School of 
Electrical Engineering and Informatics, Institut Teknologi 
Bandung (ITB) for supporting in the experimental preparation 
and characterization. 

REFERENCES 
[1] R. Yogesh, Antennas for Ultra-Wideband Systems, LAP Lambert 

Academic Publishing, 2014. 

[2] X. Li, Body Matched Antennas for Microwave Medical Applications: 
Volume 72, KIT Scientific Publishing, 2014. 

[3] H. M. Jol, R. J. Dechaine, and R. Eisenman, “Archeological GPR 
Investigation at Rennes-le-Chateau, France,” in Proceeding of 9th 
International Conference on Ground Penetrating Radar (GPR), Santa 
Barbara. 2002; pp. 91–95. 

[4] D. J. Daniel, Ground Penetrating Radar. 2nd ed.. London: IEE Radar, 
Sonar, Navigation and Avionics Series. 2004. 

[5] R.B.V.B. Simorangkir and A. Munir, “Numerical design of ultra-
wideband printed antenna for surface penetrating radar,” TELKOMNIKA 



(Telecommunication, Computing, Electronics and Control), vol. 9, no. 2, 
pp. 341-350, Aug. 2011. 

[6] D.M.Pozar, Microwave Engineering 3rd Edition, Massachusetts, John 
Wiley & Sons, Inc, 2005. 

[7] K. L. Shlager, G. S. Smith, and J. G. Maloney, “Optimization of bow-tie 
antennas for pulse radiation,” IEEE Trans. Antennas Propag.. Vol. 42, 
No. 7, pp.  975–982, 1994. 

[8] A.Z. Hood, T. Karacolak, and E. Topsakal, “A Small Antipodal Vivaldi 
Antenna for Ultrawide-band Applications,” IEEE Antenna and Wireless 
Propagation Letter, Vol. 7, 2008. 

[9] P. Fei, Y.C. Jiao, W. Hu, and F.S. Zhang, “A Miniaturized Antipodal 
Vivaldi Antenna with Improved Radiation Characteristic,” IEEE 
Antenna and Wireless Propagation Letter, Vol. 10, 2011. 

 



Impedance Matching Circuit for 30-88MHz 
Monopole Antenna with Automatic Matching 

 

Akhmadanna Pradipta Putra 
Radio Telecommunication and Microwave Laboratory 
School of Electrical Engineering and Informatics, ITB 

Bandung, Indonesia 
akhmadanna@students.itb.ac.id 

Achmad Munir 
Radio Telecommunication and Microwave Laboratory 
School of Electrical Engineering and Informatics, ITB 

Bandung, Indonesia 
munir@ieee.org

 
 

Abstract—This paper presents an impedance matching circuit 
for monopole antenna in the frequency range 30-88MHz which is 
integrated by microcontroller with tuning algorithm as an 
automation component. An impedance matching type L is used 
for the circuit, while for the realization some trimmer capacitors 
and SMD inductors are employed. To get an input voltage for the 
microcontroller, some supporting circuits are designed including 
VSWR meter, comparator and amplifier with 2 levels. It shows 
that the circuit is successfully tested by replacing values of load 
impedance with ZA = 75 + 14.6952j and ZB = 75 + 25.6224j, and 
tuning frequency values in frequency range of 41-45MHz. When 
impedance matching circuit is active, VSWR values for load 
impedance ZA = 75 + 14.6952j in the frequency 41MHz, 43MHz, 
and 45MHz are 1.34, 1.35 and 1.5, respectively and for load 
impedance ZB = 75 + 25.6224j are 1.37, 1.373 and 1.5. 
 

Keywords—impedance matching, VSWR, microcontroller. 

I. INTRODUCTION 
Information has become an important thing in human life. 

Delivering information from point to point should be done with 
more effectively, and commonly radio waves are used with 
different type of frequency range as a media. As a system, 
delivering information, at least a radio transmitter and receiver 
is required. In the radio transmitter and receiver, maximum 
power transfer is one of the most important things in 
transmission system. Maximum power transfer can be reached 
if there is an impedance match between source and load. Thus, 
impedance matching circuits are needed for balancing 
impedance between source and load [1]-[2]. Impedance 
matching is an essential part of an RF system that is used to 
maximize the power transfer from a generator to a load and to 
minimize the reflections from the load [3]. 

Impedance matching is an attempt to adjust the antenna 
impedance to the impedance characteristics of the source / 
channel. In order to transfer the energy from the transmitter to 
the antenna can be efficiently (no wasted energy or no reflected 
power), the antenna impedance is should match [3]. The worst 
effect of the impedance which is not the same is the emergence 
of reflectance (reflected power) from the antenna. Power 
reflected back to the transmitter will damage the transmitter 
circuit. To avoid damage, it is necessary to make impedance 
matching. The most ideal VSWR value is 1. The better VSWR 
value (closer to 1) then the signal will be passed to the antenna 

will be more optimal. Rate voltage standing wave ratio 
(VSWR) indicating how well the impedance matching is done. 
VSWR shows that the reflected signal is greater than the signal 
emitted by the antenna. During this time, antenna is designed 
as a transmitting and receiving antenna has specific frequency 
range and used for different purposes. 

One of them is an antenna with working frequency in the 
VHF band (30MHz - 300MHz) which is used in materials 
research and also in the military field [4]-[5]. Based on that, it 
appears the idea to design an antenna with working frequency 
in the VHF band (30MHz - 300MHz). That requires impedance 
matching circuit that can be applied to the simple antenna that 
can be used in a specific frequency range to obtain optimal 
value to the transmission system [6]. 

II. DESIGN AND SIMULATION 

A. System Description 
The overall system consists of input voltage unit, user 

interface, controller unit, switching unit and main circuit. The 
block diagram of system is shown in Fig. 1 

 

 
 

Fig. 1. Block diagram of overall system of automatic impedance matching 

The user assigns load impedance and frequency value and 
then the VSWR meter will detect voltage value at source and 
load, and transform AC voltage to DC voltage. Comparator 
will give voltage difference between voltage value at source 
and load. Voltage will be strengthened 2 levels by operational 
amplifier (Ope-Amp) to be used as the input voltage for 



microcontroller. Then an Arduino Uno–based microcontroller 
gives an order to display the VSWR value on LCD display and 
also will choose which one is the right impedance matching 
circuit by using relay. 

B. Hardware System Design 
There are 3 main parts in the realization of this work: 

VSWR meter circuit, comparator and Op-Amp, impedance 
matching circuit based on VSWR value that has been 
determined. As shown in Fig. 2, initial voltage value is 
obtained using VSWR meter by taking voltage value at the 
point of source and load. By using diodes 1N60 and capacitor, 
AC voltage will be rectified and transformed into a DC voltage 
to be processed in the next stage. 
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Fig. 2. VSWR meter circuit 

 
Based on the simulation results, the voltage characteristic is 

successfully obtained in millivolts (mV), so that the voltage 
can be used as an input microcontroller. Here, a comparator 
circuit is used to get voltage difference between source and 
load produced by VSWR meter circuit as shown in Fig. 3. The 
output voltage is then strengthened using Op-Amp to get into 
microcontroller input voltage, that is 0–5Volt. 

 

 
Fig. 3. Comparator and operational amplifier 2 levels 

 
To get voltage level 0-5Volt, we need amplifier circuit. As 

previously known, that the output voltage of the comparator 
circuit obtained in millivolts at intervals of 10-50 mV, thus the 
minimum strengthening until 10x is required to get the voltage 
is in the interval 0-5Volt. In this work, the amplifier circuit 
designed with multilevel non-inverting amplifier with 50x 
voltage strengthening. For comparator and amplifier circuit, an 
integrated circuit (IC) LM358N is employed as it is suitable 
with specifications. 

 
Fig. 4. Switching components 

After the voltage is obtained, it can be used as input 
microcontroller. This voltage can be translated into algorithm 
as a command to select the appropriate circuit with the help of 
relay as a switching component as shown in Fig. 4. Impedance 
matching circuit is used for monopole antenna with a 
frequency range between 30MHz and 88MHz. This circuit 
using impedance matching circuit type L with inductor and 
capacitor arranged in parallel as illustrated in Fig. 5. 

 

 
Fig. 5. Impedance matching circuit 

The impedance matching circuit is simulated at frequency 
of 60MHz and refers to the range VSWR value that has been 
pre-determined. Reference VSWR values are presented in 
Table 1. To know the circuit has been working well, an LCD 
display as shown in Fig. 6 is used to shows the VSWR value 
which can be formulated based on the voltage difference value. 

TABLE I.  VSWR DATA FOR IMC 

 
 

 
 

Fig. 6. LCD display to show VSWR value 



C. Software System Design 
Design software are related to the creation of algorithm that 

will be implanted into the microcontroller, in this case is 
arduino uno. The program contains instructions to be processed 
by the microcontroller to handle all the inputs and outputs in 
the system when it is being used. The working principle of 
algorithm is illustrated in a flowchart shown in Fig. 7. 

 
Fig. 7. Flowchart diagram of software design 

III. RESULT AND DISCUSSION 
This circuit is a combination of several circuits that have 

previously simulated, consisting of VSWR meter circuit, 
comparator circuit, amplifier circuit, microcontroller circuit 
and relays as switching devices, impedance matching circuit 
and LCD to display the value of VSWR as an indicator. The 
prototype of realized automatic impedance matching circuit is 
shown in Fig. 8. 

 

 
 

Fig. 8. Realization of the automatic impedance matching circuit 

In principle, impedance matching circuit is used to provide 
the conditions for maximum power transfer for the 
transmission system. This is indicated by the value of power 
transferred by the source will be equal to the value of the 
power received by the load, this will happen when there is 

impedance match between them. Therefore, the value of the 
voltage difference between source and load can be used as an 
indicator of the maximum power transfer, as well as VSWR. 
The smaller value of voltage difference between the source and 
load indicates the presence of maximum power transfer 
conditions. In other words, the value of the voltage at the load 
will equal to the value of voltage transferred by the source. 

To know the impedance matching circuit can work well, 
things to do is comparing value of the voltage difference when 
the load is used with the condition before and after the 
impedance matching circuit becomes active. By using a signal 
generator with a voltage source 120dBuV, this circuit has been 
successfully tested by replacing values of the load impedance 
with ZA = 75 + 14.6952j and ZB = 75 + 25.6224j and tuning 
frequency values in the frequency range 41- 45MHz. For the 
load impedance of ZA = 75 + 14.6952j and ZB = 75 + 25.6224j, 
the measured results are plotted in Figs. 9 and 10, respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Voltage difference for each IMC with ZA = 75 + 14.6952j at 
frequency 41MHz, 43MHz, and 45MHz 

Based on the voltage data, some conclusions for the 
characterization can be inferred. For the load impedance of ZA 
= 75 + 14.6952j, when impedance matching circuit is active, 
voltage difference value in the frequency of 41MHz, 43MHz, 
and 45MHz are 1.02V, 1.04V and 1.54V, respectively. 
Meanwhile, for the load impedance of ZB = 75 + 25.6224j, 
when impedance matching circuit is active, voltage difference 
value in the frequency of 41MHz, 43MHz, and 45MHz are 
1.11V, 1.12 V and 1.52V, respectively. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 10. Voltage difference for each IMC with ZB = 75 + 25.6224j at 
frequency 41MHz, 43MHz, and 45MHz 
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If it is associated between voltage difference value and 
VSWR value, it can be calculated as follows. 

 

 
 

Based on these equations, the value of voltage difference 
that obtained earlier to VSWR values can be changed and it is 
summarized in Table 2. From the VSWR value, it shows that 
the circuit can work well for impedance value of ZA = 75 + 
14.6952j and ZB = 75 + 25.6224j in the frequency range of 41-
45MHz. 

TABLE II.  CHARACTERIZATION RESULT FOR DIFFERENT LOADS 

 
 

IV. CONCLUSION 
Impedance matching is an essential part of an RF system 

that is used to maximize the power transfer from a generator to 

a load and to minimize the reflections from the load. Automatic 
impedance matching circuit was designed using combination 
of several circuits; there are VSWR meter, comparator, 
microcontroller and amplifier with 2 levels. This circuit was 
implemented with PCB dimensions 25cm x 15cm and PCB 
designed by using Epoxy. This circuit has been successfully 
characterized by replacing values of the load impedance with 
ZA = 75 + 14.6952j and ZB = 75 + 25.6224j and tuning 
frequency values in the frequency range 41-45 MHz. When the 
impedance matching circuit is active, VSWR values for load 
impedance of ZA = 75 + 14.6952j in the frequency 41MHz, 
43MHz, and 45MHz are 1.34, 1.35 and 1.5, respectively. 
Meanwhile for load impedance of ZB = 75 + 25.6224j are 1.37, 
1.373 and 1.5, respectively. 

REFERENCES 
[1] D. M. Pozar, Microwave Engineering 2nd Edition, John Wiley & Sons, 

1998. 
[2] M. F. Iskander, Electromagnetic Fields and Waves, Waveland Press, 

1992 
[3] D. Misra, Radio-Frequency and Microwave Communication Circuits: 

Analysis and Design, New Jersey: John Wiley & Sons, Inc, 2004. 
[4] M. Rolan and H. Witschnig, “Automatic Impedance Matching for 13.56 

MHz NFC Antennas”, IEEE Communication Systems, Networks and 
Digital Signal Processing,  2009. 

[5] V. Parro and M. Pait, “Design of an Automatic Impedan.ce Matching 
System”, IEEE Microwave and Optoelectronics,  2010. 

[6] Robson N. Lima, “Étude d’un Système d’adaptation Automatique 
d’impédance RF et d’un Circulateur Actif RF en Technologie MMIC”, 
Tese de Doutorado, ENST-Paris, 2001. 

 

 



2-Stage Microstrip Combline BPF with 
Capacitor Chip Incorporation 

Bima Saut Boyando 
Radio Telecommunication and Microwave Laboratory 
School of Electrical Engineering and Informatics, ITB 

Bandung, Indonesia 
boyandomanurung@yahoo.co.id 

Achmad Munir 
Radio Telecommunication and Microwave Laboratory 
School of Electrical Engineering and Informatics, ITB 

Bandung, Indonesia 
munir@ieee.org

 
 

Abstract—In this paper, the design and implementation of 2-stage 
microstrip combline bandpass filter (BPF) is proposed with 
capacitor chip incorporation. The initial design of filter is taken 
from the existing one with some improvements in the 
performances to be suitable for the 2.4GHz application. The 
proposed filter is designed on a 0.8mm thick FR4 Epoxy 
dielectric substrate with the dimension of 8.9mm x 32mm. Two 
tuning capacitor chips of 2pF are incorporated into resonators of 
filter and another capacitor chip is inserted into inter-resonator 
to connect each resonator of filter. After obtaining an optimum 
design, a prototype of 2-stage microstrip combline BPF is 
realized through wet etching technique. From characterization 
result, it shows that the realized filter has center frequency of 
2.375GHz with -3dB working bandwidth of 170MHz. The 
measured bandwidth is 30MHz narrower than the simulated one 
which has center frequency and -3dB working bandwidth of 
2.4GHz and 200MHz, respectively. 

Keywords-2-stage microstrip combline BPF; -3dB working 
bandwidth; capacitor chip incorporation; center frequency. 

I. INTRODUCTION 
Nowadays the need of information is the most interest stuff 

for the modern society. Telecommunication technologies play a 
significant role as a one fundamental support especially for 
handset communication [1]. In wireless technology, transmitted 
electromagnetic signal have so many losses such as path loss, 
multipath, and noise [2]-[3]. In its application, wireless 
technology have filter as signal receiver and select the certain 
frequency as operation frequency [4]. To answer the challenges 
for better quality mentioned before, recently the research for 
robust filter became an interesting research chosen for any 
telecommunication technology [5]. 

As is already known, filter is a device that is used to pass a 
certain frequency by allowing the desired frequency signal in 
passband and block the unwanted signal in stopband. Basically, 
filter has an essential factor as a signal processing device in 
telecommunications. Whilst, bandpass filter (BPF) plays a 
significant role in wireless communication systems. 
Transmitted and received electromagnetic signals have to be 
filtered at a certain center frequency with a specific bandwidth. 
There are numerous techniques to create filters, such as using 
strip line and microstrip [6]-[7]. The latter mentioned, i.e. 
microstrip, is a technology to design a microwave filter at a 
high frequency (> 1GHz) which usually consists of patch, 
substrate and groundplane. 

In this paper, a 2-stage microstrip combline BPF is 
designed and implemented with capacitor chip incorporation. 
The proposed microstrip BPF which is taken from the initial 
design in [8] is deployed on a grounded 0.8mm thick FR4 
Epoxy dielectric substrate to have center frequency of 2.4GHz 
applicable for wireless communication system. In the design 
process, the performance of microstrip combline BPF is 
investigated intensively to achieve the optimum design of 
overall structure. Some parametrical studies upon the 
characteristic of filter are carried out to obtain the optimum 
design including the optimum value of capacitor chips. 
Meanwhile, the filter parameters such as return loss, insertion 
loss, and bandwidth response will be used as performance 
indicators in the evaluation of microstrip combline BPF 
characteristic. 

II. DESIGN OF MICROSTRIP COMBLINE BPF 

A. Initial Microstrip Combline BPF 
The initial microstrip combline BPF is shown on Fig. 1. 

This filter is deployed on a Taconic-RF30 dielectric substrate 
with overall size and thickness of 12mm x 8mm and 0.75mm, 
respectively. A pair of coupled combline resonators with 
capacitors loaded is implemented in the structure of initial 
microstrip combline BPF. The capacitor at one end of each 
resonator is for frequency tuning whilst the capacitor across the 
two resonators is for controlling the inter-resonator coupling as 
shown in Fig. 2. 

 

 

Figure 1.  Structure of initial microstrip combline BPF 



 

Figure 2.  Schematic circuit for coupled combline resonators 

The simulation is carried out to investigate the coupling 
characteristics based on the microstrip coupled combline 
resonators, where two probes associated with input and output 
ports are arranged so as to weakly excite the coupled 
resonators. For the simulations, the capacitor for controlling 
frequency has capacitance of 0.2pF. The spacing between the 
coupled resonators is fixed at 1.1mm. For electronically 
controlling the coupling, two capacitors are used in series for 
easy dc bias arrangement. Fig. 3 shows the characterization 
result of initial design of microstrip combline BPF. 

 

 

Figure 3.  Characterization result of initial microstrip combline BPF 

Table 1 summarizes the detail geometry of each filter 
element. The elements are made of metal copper on the top 
side of dielectric substrate as well as the ground plane on the 
bottom side. In order to have an accurate design, the losses of 
dielectric substrate and metal copper conductive for elements 
and ground plane are taken into account. The input/output 
signals for initial microstrip combline BPF are obtained from 
SMA connectors. 

TABLE I.  GEOMETRY OF EACH ELEMENT FOR INITIAL MICROSTRIP 
COMBLINE BPF 

Element Width (mm) Length (mm) 

Input Port 1.9 2.62 
Output Port 1.9 2.62 
Resonan 1 0.5 9.1 
Resonan 2 0.5 9.1 

 

B. Proposed 2-Stage Microstrip Combline BPF 
Fig. 4 shows the structure of proposed 2-stage microstrip 

combline BPF modified from the initial design. During the 
process to find the best frequency response of insertion loss 
and return loss for proposed filter, several parametrical stuidies 
are carried out intensively. In additions, study about changing 
or modifying BPF dimension such as size of the input and 
output port, length of resonator strip, changing the vertical 
position of inter-resonator capacitor and the value of 
capacitance of each capacitor chip is also attempted. 

 

 

Figure 4.  Structure of proposed 2-stage microstrip combline BPF 

The proposed 2-stage microstrip combline BPF detailed 
dimensions are 1.3mm x 2.95mm for input and output port, 
1.0mm x 25.2mm for both resonator strip, 8.9mm x 32mm 
board of substrate and groundplane. Two capacitor chips of 
2pF are incorporated for tuning capacitors and another 
capacitor chip of 1pF is for inter-resonator capacitor. The gap 
between two resonators is 1mm, and the length of reach 
resonator is 12.6mm. Fig. 5 plots the characterization result of 
proposed 2-stage microstrip combline BPF. It shows that the 
proposed filter has a center frequency of 2.4GHz with the value 
of reflection coefficient of -16dB at center frequency and -3dB 
working bandwidth of 200MHz. 

 

 

Figure 5.  Characterization result of proposed 2-stage microstrip combline 
BPF with capacitor chip incorporation 



III. PROTOTYPING AND EXPERIMENTAL 
CHARACTERIZATION 

 

 

Figure 6.  Picture of realized 2-stage microstrip combline BPF prototype 

 

 

Figure 7.  Experimental characterization result of realized 2-stage microstrip 
combline BPF with capacitor chip incorporation 

Fig. 6 shows the realized prototype of 2-stage microstrip 
combline BPF with capacitor chip incorporation. The prototype 
is fabricated through wet etching technique on a 0.8mm thick 
FR4 Epoxy dielectric substrate. In order to characterize 
experimentally, 2 SMA connectors are soldered at input and 
output ports of realized filter. Fig. 7 depicts the experimental 
characterization result realized 2-stage microstrip combline 
BPF with capacitor chip incorporation. In general, it clearly 
shows that the measurement result is agreed with the 
simulation result plotted in Fig. 5. 

The discrepancy between measured and simulated results is 
probably evoked by the different value of tangent loss of FR4 
Epoxy dielectric substrate. From the results, it seems that the 
tangent loss of dielectric substrate for simulation is lower than 
for fabrication. It shows that the measured -3dB working 
bandwidth is 170MHz ranges from 2.29GHz to 2.46GHz with 
center frequency of 2.375GHz which this is 30MHz narrower 

than the simulated result. Nevertheless, it is noticeable that the 
realized prototype of microstrip combline BPF has complied 
with the designed one where the realized filter is suitable for 
the application which has working frequency of 2.4GHz such 
as for WLAN communications. 

IV. CONCLUSION 
The design and implementation of 2-stage microstrip 

combline BPF with capacitor chip incorporation has been 
presented. Physical parameter of filter structure has also been 
investigated to obtain the optimum design of filter. The 2-stage 
microstrip combline BPF has been fabricated on a 0.8mm thick 
FR4 Epoxy dielectric substrate with the total dimension of 
8.9mm x 3.2mm. From the characterization result, it has been 
shown that the measured result has coincided with the 
simulated one. Some discrepancies have occurred due to the 
possibility of different parameter values of dielectric substrate 
for simulation and fabrication. It has been shown that the 
realized prototype of 2-stage microstrip combline BPF has 
center frequency of 2.375GHz with -3dB working bandwidth 
of 170MHz ranges from 2.29GHz to 2.46GHz which was 
comparable to the characterization result with the center 
frequency of 2.4GHz and -3dB bandwidth response of 
200MHz ranges from 2.3GHz to 2.5GHz. 
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Abstract—In this paper discusses about  

performance analysis of Gigabit Passive Optical 

Network (GPON) with splitting ratio 1:64. The 

network topology is simulated using software tool 

called Optisystem. The transmitter uses a laser 

components with NRZ modulation scheme and the 

transmitter power is adjusted to maximum power 

according to the ITU-T standards. The transmission 

channel, used a fiber optic cable Single Mode Fiber 

(SMF) G.652 with a length of 20 km, as maximum 

length of PON technology, and the cable attenuation 

of 0.35 dB/km for wavelengths 1310, 1490 nm and 

1577 nm. The research concluded that based on link 

budget, rise time and BER analysis, the 

performance GPON with 1:64 splitting ratio is not 

good to be implemented for provide broadband 

services.  

Keywords—Optical Network, PON, GPON 

 

I. INTRODUCTION 

Needs of broadband servises is emerging in 

the near future. The broadband servises and co-

existence with existing technologies are the 

general requirements from network operations to 

direct PON evolution. Operators worldwide are 

seeking to increase revenue by developing 

bandwidth-consuming services. New business 

models, an exemplified service is HDTV, which 

requires about 20 Mbit/s per channel such as 

broadcast TV and radio, video on demand, home 

online game, interactive E-learning, remote 

medical services and next-generation 3D TV will 

dramatically increase bandwidth demand. PON 

technology development was so diverse, among 

others is GPON which has bite rate up to 10 Gbps. 

A passive optical network is a network that 

uses point-to-multipoint fiber to the end-points in 

which unpowered optical splitters are used to 

enable a single optical fiber to serve multiple 

end-points. A PON consists of an optical line 

terminal (OLT) at the originating service 

provider, transmission channel which consist of 

optical cable and splitter, and a number of optical 

network units (ONUs), near end users. 

GPON is the development of PON 

technology that supports high data rate, an 

increase in security and the choice of 2 layer  

protocol (ATM and Ethernet). But in practice, the 

ATM protocol is not longer used. 

This technology has a capacity of up to 2.5 

Gbps data rate with a 93% efficiency using a 

GEM frame segmentation for Quality of Service 

(QoS). Established standards ITU-T G.984 

GPON states that can transmit signals with a data 

rate of 1244.16 or 2488.32 Mbps on the downlink 

transmission. While on the uplink transmission, 

the data rate that can be used are 155.52 Mbps; 

622.08 Mbps; 1244.16 Mbps; or 2488.32 Mbps. 

General block diagram of GPON topology using 

1:64 splitter shown on figure 1. Downstream bite 

rate is  2,5 Gbps and upstream bite rate is  1,25 

Gbps, according to ITU-T standard. 

 

 

. 

 

 
 

 

Figure 1. General block diagram of GPON  
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A. Optical Line Terminal (OLT) 

OLT consist of transmitters and optical amplifiers 

devices. The transmitter using a DFB laser with 

power 8 dBm. Modulator is Mach-Zender 

modulator with NRZ coding and extinction ratio is 

25 dB. The circuit of OLT devices can be seen as 

in figure 2. The Optical amplifier is 20 dB and the 

upstream receiver device has -28 dBm sensitivity 

comply to the standard ITU-T. The receiver device 

uses a PIN photodetector and a low pass filter.  

 

 
 

               Figure 2.  GPON Transmitter 

 

B. Transmission Channel 

GPON transmission channel uses the standard 

ITU-T G.652 fiber optic cable. The worst cable 

attenuation according to the ITU-T G.652 standard 

is 0.35 dB/km and the maximum length of the 

cable is 20 km. The splitter 1:64 places on the 

remote node as shown on figure 3.  

 
Figure 3. GPON transmission channel 

C. Optical Network Unit (ONU) 

Optical network unit consist of downstream 

and upstream receiver devices. The downstream 

receiver uses photodetector PIN and low pass 

filter, which has a sensitivity of -21 dBm 

according to the standard ITU-T. The upstream 

transmitter using a DFB laser with has  power is 

8 dBm. Modulator is Mach-Zender modulator 

with NRZ coding and extinction ratio is 25 dB. 

The signal is also amplified by the optical 

amplifier with gains of 20 dB. Configuring the 

GPON ONU can be seen in figure 4. 

 

 
    Figure 4. GPON Optical Network Unit  

 

II.  PERFORMANCE ANALYSIS  

The analysis was performed by calculating 

the link budget and rise-time budget to see 

whether these parameters meet the requirements 

of the basic quality of the network connection. 

Link budget calculation to determine the 

suitability of the power to the receiver sensitivity, 

and rise time budget to test the feasibility of the 

signal shape and dispersion effect. The design is 

simulated with software Optisystem to test its 

feasibility. The parameters tested in the 

simulation is the power received in each 

component, the ratio of the signal shape in the 

receiver and the sender, BER and eye diagram 

form each receiver. 



   

A.Link Budget  

The measurement results indicate that on the 

downstream side, the average power at the 

transmitter is 4.9 dBm, and the power at the 

receiver is -24.1 dBm. The power on the receiver 

side is smaller than the sensitivity of the receiver (-

21 dBm). Based on this fact that received signal is 

under the sensitivity threshold, performance of 

downstream network is declared unfit. 

 

 
Figure 5. the downstream transmitter power  

 

 
Figure 6. the downstream receiver power 

 

On the upstream side,  the link budget analysis 

is done by observing the power at the transmitter at 

ONU and the receiver at OLT. The observed 

power can be seen in figure 7 and figure 8. 

  

 
Figure 7. the upstream transmitter power 

 

 
Figure 8. the upstream receiver power 

 

The measurement result on the upstream side 

that the transmitter power is -0.7 dBm and the 

receiver power is -27.8 dBm. Although the power 

at the receiver is greater than the sensitivity of 

the receiver (-28 dBm), the connections are not 

enough feasible because the required margin at 

least 4 dB.  

Both the downstream and the upstream 

connections are not feasible due to the lack of  

transmitter power. This also proves the ITU-T 

standard for GPON should has the maximum 

splitting ratio 1:32 instead of 1:64. 
 

B. Rise-time Budget 

Rise-time budget analysis is done by 

observing the signal shape of a transmitter and 

receiver. Rise-time budget is said to be viable if 

the rise-time changes do not exceed 70% of the 

original time. Rise-time values can be observed 

from the time it takes to rise from 10 to 90% of 

the maximum value. Connection is feasible if the 

rise-time value change does not exceed 70% of 

the signal period. In the GPON connection, use a 

bit rate of 2.5 Gbps, the signal bit period is 

calculated: 

 
So the rise-time change the maximum allowed is 

70% Tb, which is 0.7x0.4= 0.28 ns. 

Observations form of signals on the downstream 

side can be seen in figure 9 and figure 10, while 

on the upstream side can be seen in figure 11 and 

figure 12. 

 

Figure 9. The downstream transmitter signal  



   

 

     Figure 10. The downstream receiver signal 

 

     Figure 11. The upstream transmitter signal 

 

Figure 12. The upstream receiver signal 

From the shape of the signal, the received 

signal is irregular. Although the rise and fall of 

bits look alike between the receiver and 

transmitter, but it is difficult to determine the rise 

time of the signal like this, the top and bottom 

signals are not visible due to the noise disturbed. 

In this case, the signal power is too small, so the 

effect of noise is too significant. 

 

C. BER Analysis 

The BER Analyzer generates the eye 

diagram on output downstream and output 

upstream. By analysed the eye diagram, the jitter 

and the BER can be determined. Figure 13 and 

figure 14 shown the output of BER analyzer.  

 

 

    Figure 13. Eye diagram of output downstream 

 

 Figure 14. Eye diagram of output upstream 



   

Eye diagram of the output BER Analyzer can 

be seen on Figure 13 and 14. There are a lot of 

interference on the signal. Small eye indicates 

Signal to Noise Ratio (SNR) is small. Receiver 

component will be difficult to read signals with 

eye diagram like this. Worse results are also shown 

on Figure 14. The downstream and upstream 

communication are seen that can not be 

distinguished between the rise time and fall time 

signal. Components of the receiver will not be able 

to read the signals like this.  

III. CONCLUSION 

The design of optical communication systems by 

using GPON technology with splitting ratio of 1:64 is 

not suggested to be implemented due to bad 

performance. The simulation results showed that the 

link budget analysis indicates that the received power at 

downstream and upstream receivers are -24.1 dBm -

27.8 dBm respectively. Both numbers are smaller than 

the sensitivity of the receiver components. Rise-time 

analysis and BER also showed signs of having too 

many distractions and difficult to read.  

REFERENCES 

[1] G. Keiser, Optical Fiber Communications 4th 

edition. Singapore: McGraw-Hill, 2003. 

[2] G. Agrawal, Fiber-Optic Communication Systems. 

New York: Wiley, 2002. 

[3] A. Gençata et al., “Overview of optical 

communication networks: Current and future 

trends,” dalam The Handbook of Optical 

Communication Network. Florida: CRC Press 

LLC, 2003. 

[4] S.B. Weinstein et al., The Comsoc Guide to 

Passive Optical Networks. NJ: John Wiley & Sons 

Inc., 2012. 

[5] M. Kudo et al., “ATM-PON for Optical 

Communication Transmission/Reception Optical 

Module,” OKI Tech. Review vol. 68, pp 64-67, 

Maret 2001. 

[6] Gigabit-capable Passive Optical Networks 

(GPON): Physical Media Dependent (PMD) layer 

specification, ITU-T G.984.2, 2003. 

[7] 10Gb/s Ethernet PassiveOptical Network, IEEE 

802.3av, 2009. 

 

 

 

 

 



Characterization of Circular Spiral Patch 
for Wireless Charging Radiator 

Firse Vanindika and Achmad Munir 
Radio Telecommunication and Microwave Laboratory 

School of Electrical Engineering and Infomatics, Institut Teknologi Bandung 
Bandung, Indonesia 

munir@ieee.org 
 

Abstract—This paper presents wireless charging radiator 
design based on electromagnetic coupling resonant. The radiator 
which is developed based on microstrip technology is expected to 
work at center frequency of 13MHz. A circular spiral patch has 
been implemented to accomplish the specifications. Prior 
hardware realization, the performance of radiator is investigated 
through simulation. The optimum design for fabrication which is 
selected based on simulation result have dimension less than 
50mm x 65mm, 2890.17mm patch length, 0.3mm patch width, 
and 0.3mm gap between patch. The experimental measurement is 
carried out to demonstrate the performance of two radiators as a 
wireless charging system, one as transmitter and another one as 
receiver. From simulation result, the radiator works at frequency 
of 13MHz and has S11 parameter value of -4.096dB. Meanwhile 
the resonant frequency and S11 parameter value of realized 
radiator are 13.2MHz and -3.53dB, respectively. 

Keywords—Electromagnetic coupling resonant; radiator; 
wireless charging; circular spiral patch 

I. INTRODUCTION 
Portable electronic technology has been developed since 

1980 and caused many changes in human life. The portable 
device uses battery as power source and must be recharged 
using a charger. At the beginning of its development, each 
device has its own charger and cannot be used on devices from 
different manufacture. Common charging method for portable 
device nowadays is charging cable. Different charger for 
different manufacture is redundant and cause the increasing 
amounts of electronic waste. Thus, the charger was 
standardized using the micro-USB connector that can be used 
on devices from different manufacturers [1]. Other 
standardization that has been developed is wireless charging 
which uses electromagnetic waves as medium. 

Wireless charging techniques are currently in 
development. Starting from Nikola Tesla’s experiment, 
wireless charging considered as the latest application of 
energy transfer without wire [2]. Wireless charging is more 
convenient than cabling charging by allowing its user used the 
device remotely while charging the battery. There are some 
transmission systems for wireless charging, such as direct 
contact, infrared, and radio frequency. However, this transfer 
system has technological limitations which are line of sight 
(LOS) between transmitter and receiver, harmful to the 
organism and susceptible to interference [1]. To avoid such a 
problem, a safe and practical energy transfer has been evolved 
called magnetic coupling resonance method. Magnetic 

resonance method generates better efficiency and the gap 
between transmitter and receiver is far enough [3]-[4]. 

II. BRIEF OVERVIEW OF RADIATOR DESIGN 
Radiator is designed by using circular spiral patch. There 

are two radiators that will be placed facing each other so they 
will generate electromagnetic coupling. Resonant frequency is 
selected at 13 MHz. The length of patch line is very long due 
to the low frequency, so spiral patch is chosen to minimize the 
overall size of radiator. The desired dimension of substrate 
may not be greater than 50mm × 65 mm with circular spiral 
patch printed on it. Theoretically, operating frequency (f) can 
be calculated using (1). 



reffL
cf
2

  

where c, Leff, r, are the speed of light in vacuum, the length of 
patch radiator, and the relative permittivity of dielectric 
substrate. Thus, it is inferred that the length of patch radiator is 
inversely proportional to the frequency. 

The structure of radiator is shown in Fig. 1. The variation 
effect of patch length, width and gap between patch will be 
investigated in simulation which will be discussed later. 
Furthermore, the material used on the design is FR4 Epoxy 
dielectric substrate with relative permittivity of 4.4 and 0.8mm 
thickness. Whilst patch and groundplane employ copper with 
0.035mm thickness, and SMA connectors 50  is used as the 
port. The result of the design is expected to have S11 parameter 
as low as possible and the S21 parameter is closed to 0 dB. 

 

 
Fig. 1. Structure of circular spiral patch radiator and its geometry 



III. NUMERICAL CHARACTERIZATION AND DISCUSSION 
To investigate the characteristic of circular spiral patch as 

wireless charging radiator, some simulation had been done. 
The simulation only involves one radiator, so only the S11 
parameter value is analyzed. Figs. 2, 3, and 4 show the effect 
of varied patch length, patch width, and gap between patch, 
respectively. 

 

 
Fig. 2. Simulated results of varied patch length with patch width of 0.3mm 

and gap between patch of 0.3mm 

From Fig. 2, it shows that the simulation result proves (1) 
which states the patch length is inversely proportional to 
frequency resonance. The longer the patch length, the 
frequency resonance will be lower. The resonant frequency of 
13MHz is resulted from 2890.17mm. So for further 
simulation, 2890.17mm patch length is used. 

 

 

Fig. 3. Simulated results of varied patch width with gap between patch of 
0.3mm and patch length of 2890.17mm 

Furthermore, Fig. 3 shows that by varying the strip width, 
the resonant frequencies remain the same however the S11 
parameter values change. There are 5 variations of patch width 
i.e. 0.2mm, 0.25mm, 0.3mm, 0.34mm, and 0.4mm. The lowest 
S11 parameter value is given by the patch width 0.2mm that is -
5.20dB, which means the value of VSWR is 3.44. 

 
Fig. 4. Simulated results of varied gap between patch with patch width of 0.3 

mm and patch length of 2890.17 mm 

The simulation result of varied gap between patch is 
shown in Fig. 4. It shows that the result is the same as varied 
patch width in which it is unaffected the resonant frequencies 
but S11 parameter value changes. There are 5 variations of gap 
between patch i.e. 0.2mm, 0.25mm, 0.3mm, 0.34mm, and 
0.4mm. The smaller the gap between patch will yields the 
lower S11 parameter value. The lowest S11 parameter value is 
given by 0.2mm gap that is -4.70dB, which means the value of 
VSWR is 3.79. 

IV. FABRICATION AND EXPERIMENTAL CHARACTERIZATION 
From simulation, it can be concluded that the best S11 

parameter value is the one with 0.2mm patch width and 
0.3mm gap between patch. However, due to the limitation in 
fabrication process, the realized hardware has 0.3mm patch 
width and 0.3mm gap between patch. The radiator is realized 
through wet etching technique. There are two kinds of 
wireless charging system to be investigated, namely 
symmetrical transmitter-receiver (both has right-hand turn) 
and asymmetrical transmitter-receiver (one right-hand turn, 
other left-hand turn). Both realized radiators are shown in 
Figs. 5 and 6. 

 

 
Fig. 5. Symmetrical transmitter-receiver (both right-hand turn) 

 



 
Fig. 6. Asymmetrical transmitter-receiver (right-hand and left-hand turn) 

First to be investigated is the performance of one radiator. 
It is shown in Fig. 7. Experimentally, radiator with right-hand 
turn and left-hand turn generate similar results. The frequency 
resonance is 13.2MHz for both right-hand and left hand while 
the S11 parameter value is about -3.56dB. As to compare to 
simulation, the resonant frequency is 13MHz and the S11 
parameter value is -4.096dB. 

 

 

Fig. 7. S11 parameter value of realized radiator 

Next, the effect of separation gap between two radiators is 
investigated. The observed separation gap is 0.4mm, 0.8mm, 
1mm, 1.5mm, and 2mm. Table I summarizes experimental 
results for symmetrical transmitter-receiver. As the separation 
gap get closer, the S11 parameter value become lower. The S21 
parameter value is about -2dB and the operating frequencies 
are on the range of 12 to 13 MHz. 

TABLE I. SUMMARY OF EXPERIMENTED RESULTS FOR VARIED SEPARATION 
GAP IN SYMETRICAL TRANSMITTER-RECEIVER 

 
Separation 
gap (mm) 

Operating 
frequency (MHz) S11 (dB) S21 (dB) 

0.4 12.95 -27.65 -2.00 
0.8 12.88 -25.78 -1.99 
1.0 12.13 -21.90 -1.89 
1.5 12.58 -21.76 -2.04 
2.0 12.28 -21.66 -1.88 

 

 
 

Fig. 8. Experimental result of S11 parameter value for varied separation gap 
in symmetrical transmitter-receiver 

 

 
Fig. 9. Experimental result of S21 parameter value for varied separation gap 

in symmetrical transmitter-receiver 

Table II shows summary of experimented result for 
asymmetrical transmitter-receiver. The S21 parameter value is 
about -3 to -5.4 dB and the operating frequencies are in the 
range of 13 to 14 MHz. The S11 parameter is also lower when 
the separation gap get closer. But in asymmetrical transmitter-
receiver, as the separation gap increases there are significant 
changes in S11 and S21 parameter values.  

 
TABLE II. SUMMARY OF EXPERIMENTED RESULTS FOR VARIED SEPARATION 

GAP IN ASYMETRICAL TRANSMITTER-RECEIVER 
 

Separation 
gap (mm) 

Operating 
frequency (MHz) S11 (dB) S21 (dB) 

0.4 13.85 -30.41 -2.99 
0.8 13.93 -14.97 -4.51 
1.0 14 -11.47 -4.23 
1.5 13.93 -9.43 -5.73 
2.0 13.78 -7.52 -5.40 

 



 
Fig. 10. Experimental result of S11 parameter value for varied separation gap 

in asymmetrical transmitter-receiver 

 

 
Fig. 11. Experimental result of S21 parameter value for varied separation gap 

in asymmetrical transmitter-receiver 

V. CONCLUSION 
 The wireless charging radiator has been successfully 

designed as circular spiral patch and printed on 0.8mm thick 
FR4 Epoxy dielectric substrate. The dimension of dielectric 
substrate was 50mm x 65mm while the total length of the 
patch was 2890.17mm. The simulation had been done to 
investigate the performance of one radiator. From simulation, 
it was obtained that the resonant frequency was 13MHz and 
S11 parameter value was -4.096dB while from experiment, 
resonant frequency was at 13.2MHz and S11 parameter is -
3.53dB. The performance of two radiators as wireless 
charging system was also investigated in experiment to 
analyze the effect of varied separation gap to S11 and S21 
parameter value of radiators. In symmetrical transmitter-
receiver, the S11 parameter is on the range of -21 to -27dB and 
S21 parameter is about -2dB. While in asymmetrical 
transmitter-receiver, the S11 parameter value was on the range 
of -7dB to -30dB and the S21 parameter value was on the range 
of -3dB to -5.5dB. 
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Abstract—In this paper, a full wave finite difference time
domain (FDTD) computation method based on cylindrical
coordinate system is proposed for calculating the resonant
frequency of circular cavity resonator. The use of FDTD method
with cylindrical coordinate system instead of Cartesian coordinate
system is considered due to the geometry shape of analyzed
structure, i.e. circular cavity resonator. In the computation,
a hollow circular cavity resonator made of perfect conductor
with the radius of 50mm and length of 100mm is discretized
based on cylindrical coordinate system and numerically computed
to determine its resonant frequencies. To verify the proposed
method, the theoretical approach for the cavity is carried out by
calculating its resonant frequencies for correspondent resonance
mode. In addition, a simulation for determining resonant
frequencies of the cavity is also conducted using finite element
method (FEM) commercialized software. It shows that the
FDTD computation result demonstrates an acceptable accuracy
compared to the theoretical approach with the discrepancy
less than 5% although it is worse than the result of FEM
commercialized software.

Keywords—Circular cavity resonator; cylindrical coordinate
system; full wave FDTD method; resonant frequency.

I. INTRODUCTION

Recently, a numerical analysis which is usually carried
out by using simulation has been an inseparable step in the
design of electromagnetics-based structure, such antenna, filter,
waveguide, and resonant cavity [1]– [5]. The numerical process
becomes significant for the designer since it can closely
approximate the result before the implementation. As a result,
the process can prune and mitigate the trial and error efforts.
Therefore, a simulation algorithm or computational method
should be as precise as possible with the theoretical approach.
In addition, the ease of Maxwell’s equations derivation and
computational cost should be considered as well in choosing
the simulation algorithm [6]– [7].

Basically, a computational method for analyzing
electromagnetic wave problems derived from Maxwell’s
equations is commonly constructed in a Cartesian coordinate
system [2]– [8]. However, for some structures with rounded
shape cross-section such as circular cavity resonator, coaxial

This work is partially supported by the Grant of Research and Innovation
Program ITB 2015.

cable, or earth surface, the Cartesian coordinate system has
no ability to exactly model the structure. As a consequent,
the computational algorithm should be revamped to satisfy
the shape of structures, otherwise the computational method
should be altered using an appropriate coordinate system.
Furthermore, the orthogonal grid structure of computational
method implies the structures that have edges which follow
the geometry of grid. This can pose a problem when the
computation method is facing curved surface geometries.
Some attempts have been resolved by using more numbers of
computational grids especially for grid-based computational
methods, as it could more precisely resemble the actual
structure, however the effort costs the computational resources
and time [9]– [10].

In this paper, to suit the rounded shape of structure, a
full wave FDTD computation method based on cylindrical
coordinate system is proposed for calculation of resonant
frequency for a circular cavity resonator. The method of FDTD
which has been introduced first time by Yee in 1966 [11], is
a numerical method with the time and space discretizations in
Maxwell’s equations which leads to a recursive time-marching
algorithm where the field solutions depend on values of field
from the previous step [8], [10]. Due to the shape of structure,
i.e. circular cavity resonator, the most appropriate coordinate
system used for the analysis is the cylindrical coordinate
system [12]. To compute the resonant frequency, a hollow
circular cavity resonator made of perfect conductor is modeled
in the FDTD notation and discretized in time and space
based on cylindrical coordinate system (𝜌, 𝜑, 𝑧). While for
verifying the full wave FDTD computation result, a theoretical
approach for the cavity is carried out by calculating its resonant
frequencies for correspondent resonance mode. In addition,
a comparison of simulation result from a commercialized
software employing FEM is also performed.

II. CIRCULAR CAVITY RESONATOR AND CYLINDRICAL
COORDINATE SYSTEM-BASED FULL WAVE FDTD METHOD

Fig. 1 illustrates a hollow circular cavity resonator made
of perfect conductor with the radius (𝑎) of 50mm and length
(𝑑) of 100mm used for the resonant frequency computation.
The resonance mode of Transverse Magnetic (TM) is applied
for the computation, therefore the electric field is assumed



 

a 

d 
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ϕ 

Fig. 1. A hollow circular cavity resonator used for full wave FDTD
computation

to propagate in the +𝑧 direction as 𝑒(𝑗𝜔𝑡−𝑗𝛽𝑧). Based on
Maxwell’s equations in differential form, the electric and
magnetic fields in inside of cavity can be expressed in (1) and
(2) [13], where 𝜇0 and 𝜖0 are permeability and permittivity of
vacuum, respectively.

∇×E = −𝜇0
∂H

∂𝑡
(1)

∇×H = 𝜖0
∂E

∂𝑡
(2)

The resonant frequencies for TM mode in the cavity can
be calculated using (3) [13], where 𝑋𝑛𝑝 denotes the 𝑝th zero
of the 𝑛th Bessel function and 𝑞 is an arbitrary integer. Table
I tabulates a few of them for some lower order 𝑛.

𝑓𝑚𝑛𝑝 =
𝑐

2𝜋

√(
𝑋𝑛𝑝

𝑎

)2

+
(𝑞𝜋

𝑑

)2

(3)

TABLE I. 𝑝th ZERO OF 𝑛th BESSEL FUNCTION FOR TMnp MODE

𝑝
𝑛

0 1 2 3 4 5

1 2.405 3.832 5.136 6.380 7.588 8.771

2 5.520 7.106 8.417 9.761 11.065 12.339

3 8.645 10.173 11.620 13.015 14.372

4 11.792 13.324 14.796

From the concept of curl operation for cylindrical
coordinate system, 2 pairs of electric and magnetic fields in
𝜌, 𝜑, and 𝑧 axes can be obtained directly from (1) and (2).
The pairs of fields are expressed in (4)–(6) and (7)–(9) which
correspondence with (1) and (2), respectively.

[
1

𝜌

∂𝐸𝑧

∂𝜑
− ∂𝐸𝜑

∂𝑧

]
= −𝜇0

∂𝐻𝜌

∂𝑡
(4)

[
∂𝐸𝜌

∂𝑧
− ∂𝐸𝑧

∂𝜌

]
= −𝜇0

∂𝐻𝜑

∂𝑡
(5)

[
1

𝜌

∂𝜌𝐸𝜑

∂𝜌
− 1

𝜌

∂𝐸𝜌

∂𝜑

]
= −𝜇0

∂𝐻𝑧

∂𝑡
(6)

[
1

𝜌

∂𝐻𝑧

∂𝜑
− ∂𝐻𝜑

∂𝑧

]
= 𝜖0

∂𝐸𝜌

∂𝑡
(7)
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Fig. 2. Fields placement in full wave FDTD method based on cylindrical
coordinate system

[
∂𝐻𝜌

∂𝑧
− ∂𝐻𝑧

∂𝜌

]
= 𝜖0

∂𝐸𝜑

∂𝑡
(8)

[
1

𝜌

∂𝜌𝐻𝜑

∂𝜌
− 1

𝜌

∂𝐻𝜌

∂𝜑

]
= 𝜖0

∂𝐸𝑧

∂𝑡
(9)

Then, a full wave FDTD notation in cylindrical coordinate
system is applied for each field in the circular cavity resonator
by discretizing the electric and magnetic fields in time and
space. The full wave FDTD notation is expressed in (10)–(12)
and (13)–(15) for electric field and magnetic field components,
respectively [10]. It is noticeable that the notations have
half-integer indexes which signifies both fields are on the same
plane but different locations, as illustrated in Fig. 2.
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The discretization in space produces the size of grid in 𝜌, 𝜑,
and 𝑧 axes notated by Δ𝜌, Δ𝜑, and Δ𝑧, respectively. The grid
size depends on the wavelength applied in the computation,
the smaller the grid size compared to the wavelength, the
more accurate the outcome, but the excessive grid size means
more computational cost required. It should be noted that 𝐻𝑧

in (12)–(14) equals zero since the resonance mode used for
analysis is TM mode. In order the computation has stability
and convergency, a stability criterion for cylindrical coordinate
system is used and expressed in (16) [9], where 𝜈𝑚𝑎𝑥 is the
maximum phase velocity which can be substituted by a speed
of light in case of hollow vacuum cavity.

Δ𝑡 ≤ 1

𝜈𝑚𝑎𝑥

[
1

(Δ𝜌)
2 +

1

(𝜌Δ𝜑)
2 +

1

(Δ𝑧)
2

]− 1
2

(16)

III. COMPUTATION RESULT AND COMPARISON

To excite the circular cavity resonator in order to
observe the resonant frequencies, a wave source of
sinusoidal-modulated Gaussian pulse with center frequency of
4GHz and bandwidth of 5GHz is used as an excitation source.
The waveform of wave source in time domain is plotted in
Fig. 3. The excitation source which takes the plane source
is positioned in inside of the resonator at one grid cell away
from the circular wall of resonator. The boundary condition for
the walls of resonator is configured as perfect electric wall.
Since the center frequency of wave excitation is 4GHz, the
grid size for Δ𝜌, Δ𝜑, and Δ𝑧 is set to be 1mm, 1o and
1mm, respectively. Therefore, the number of grids for the
computation is 50 × 360 × 100 grids.

Fig. 4 shows the spectrum of TM mode resonant
frequencies for the circular cavity resonator after performing
Fourier transform for the time-domain data obtained from
the full wave FDTD computation. The value of each
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Fig. 4. Spectrum of TM mode resonant frequencies obtained from full wave
FDTD method based on cylindrical coordinate system

TABLE II. TM MODE RESONANT FREQUENCIES OF CAVITY OBTAINED

FROM THEORETICAL APPROACH, FDTD METHOD, FEM METHOD AND

COMPARISON OF BOTH METHODS TO THEORETICAL APPROACH

𝑓𝑛𝑝𝑞, theory 𝑓𝑛𝑝𝑞, FDTD 𝑓𝑛𝑝𝑞, FEM Δ𝑓FDTD Δ𝑓FEM

(GHz) (GHz) (GHz) (%) (%)

2.296 2.190 2.326 4.167 1.307

2.743 2.629 2.769 4.119 0.948

3.778 3.650 3.802 3.388 0.635

5.052 4.890 5.062 3.088 0.198

5.271 5.009 5.201 4.952 1.328

5.480 5.220 5.405 4.744 1.369

6.065 5.790 6.090 4.534 0.412

resonant frequency of TM mode and its comparison with the
theoretical approach and the FEM commercialized software is
summarized in Table II. The discrepancy between the results
obtained from proposed FDTD method and the theoretical
approach is probably evoked by some assumptions used in the
FDTD method such as boundary condition at the wall of cavity
resonator. Nevertheless, the discrepancy is less than 5% from
the theoretical approach, indicating an acceptable accuracy



when it is used in computing relatively for low frequency
signal. Although the FDTD result seems to be worse than
the result of FEM commercialized software, however it is
expected that the proposed FDTD method could produce the
comparable accuracy to the FEM commercialized software on
curved surface structures versus stair-stepping edges.

IV. CONCLUSION

The cylindrical coordinate system-based full wave FDTD
computation for resonant frequency of circular cavity resonator
has been demonstrated. The theoretical approach has also been
presented to verify the full wave FDTD computation result as
well as the FEM commercialized software as a comparison.
Although there was a discrepancy of the full wave FDTD
computation result less than 5% to the theoretical approach, it
has been shown that the proposed full wave FDTD method has
an acceptable accuracy compared to the theoretical approach
and has a good agreement with the FEM commercialized
software. Therefore, it can be concluded that the proposed
FDTD method based on cylindrical coordinate system could
be effectively solving electromagnetic wave problems for some
structures with appropriate shape.
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Abstract—In this paper, a beam reconfiguration of antenna
array composed of four elements microstrip square patch antenna
is proposed by use of capacitor chips. The array of antenna which
is deployed on an FR4 Epoxy dielectric substrate is intended to
operate at center frequency 2.4GHz for wireless communication
application. The four patch antennas are arranged in a horizontal
array employing microstrip line as its feeding network. There
are two configurations of capacitor chips incorporated into the
antenna array, the first with capacitances of 1pF, 10pF, 10pF, 1pF
and the second with capacitances of 0.5pF, 1.5pF, 1.5pF, 0.5pF
for each feeding line connected the antenna patch. The beam
reconfiguration is shown by characterizing the antenna array
and comparing the result for an array without and with capacitor
chips. From the measured results, it shows that the magnitude
and phase of reflection coefficient as well as the radiation pattern
of proposed antenna array are influenced by the presence of
capacitor chips. The first configuration of capacitor chips changes
the reflection coefficient at frequency of 2.46GHz from -17.18dB
to -9.68dB, the phase shift into 81.48o, and a slight deflecting beam
maximum angle of 10o. Whilst from the second configuration, the
result shows the reflection coefficient of -7.46dB at frequency of
2.48GHz, shift of antenna phase into 73.89o, and deflection of
beam angle up to 20o.

Keywords—Antenna array; beam reconfiguration; capacitor
ships; radiation patten; reflection coefficient.

I. INTRODUCTION

To overcome the rapid globalization, almost over 2
last decades, telecommunication experts have been actively
developing and upgrading communication technologies to be
even more advanced. For telecommunication users which are
more dynamic and have high mobility, the necessities of device
with outstanding features are becoming unavoidable things.
The development of wireless communication technology has
enabled delivering the information without physical wire
connection which helps the users in satisfying their needs
to be conveniently active [1]. The mobility, flexible capacity,
easier scheme, and lower cost of telecommunication devices
have encouraged people to abandon the previously popular
technology, wired communication, and spend an unreasonably
huge amount on wireless communication devices [1]– [2].

New ideas in the design of communication device are
affected by the expansion of communication technology
particularly in wireless communication system [3]– [4]. This
also affects to the design of antenna as an important part for
the system. Based on the impacts of globalization, excellent
performances in such system are something to be essential due
to the increasing number of traffic in coming years. Therefore,

it is necessary to have an excellent telecommunication
performance; otherwise the compatibility of antenna may
not be suitable for wireless applications [4]. To obtain the
required performance, recently reconfigurable antennas have
become one of the methods which are widely used in wireless
communication system. The most common reconfigurable
antennas were classified into polarization reconfiguration,
frequency reconfiguration, and beam reconfiguration [5]– [6].
Moreover, reconfiguring the beam of antenna can be carried out
to magnify the spectral efficiency and lessen the disadvantages
of multipath propagation [7]. Hence, steering the beam of
antenna into the direction of stronger signal could reduce the
power consumption and relieve unwanted interferences [8].

In this paper, a beam reconfiguration of square patch
antenna array designed by use of microstrip technology
is investigated. As is already well-known, the microstrip
technology has made a patch antenna becoming easy to be
fabricated. The antenna can also be either a single element or
a part of antenna array [9]. In practical, it is hard to steer the
beam by using only a single element microstrip antenna, hence
several microstrip antennas are employed as the elements of
an antenna array. To be able minimizing the input power and
widening the coverage area, an antenna array is a favorable
design to accomplish the purpose to increase its efficiency,
therefore it would be the appropriate method to develop a beam
reconfigurable antenna.

In the current work, to have a beam reconfiguration
of square patch antenna array, two slightly different
configurations of antenna array with microstrip transmission
line feeding network are proposed to be designed. Ideally,
the beam of antenna array can be reconfigured from -90o

to +90o in elevation plane. However, due to the use of
patch antenna, the deflection of beam angle will be less
than ±90o. The antenna array itself is deployed on an FR4
Epoxy dielectric substrate with the dielectric constant of
4.3. At first, a conventional antenna array consists of four
patch antennas is arranged. Afterwards the second proposed
antenna which has similar design as the first one is composed.
However, for the second one there are capacitor chips in some
configuration incorporated into the microstrip transmission line
for each element of antenna array. By varying their capacitance
values, the beam direction of proposed antenna array could
be controlled towards the desired direction. The design and
characterization result for both antenna arrays with and without
capacitor chips are described. Some discussion related to
characterization and measurement results will be presented.



II. BRIEF OVERVIEW OF ANTENNA ARRAY DESIGN

Fig. 1 shows the design of square patch antenna array
proposed for 2.4GHz wireless communication application. The
array of antenna is constructed of four elements of square
patch designed on the top side of dielectric substrate and fed
by microstrip transmission line feeding network positioned at
the bottom side of dielectric substrate. All the elements of
square patch and the feeding network made of metal copper
are implemented on FR4 Epoxy dielectric substrates with the
thickness of 1.6mm. The groundplane is placed at the middle
side between the patches and the feed line. The thickness of
metal copper square patches and feeding network as well as
the groundplane is set to be 0.035mm. A via wire is used to
connect each antenna patch on the top side to the feed line
end at the bottom side as illustrated in Fig. 2.

To obtain the beam reconfiguration characteristic, four
capacitor chips with some configuration capacitance values are
incorporated into the feeding network. A small gap is provided
at each feed line for incorporating a capacitor chip. Meanwhile,
for the conventional one, i.e. square patch antenna array
without capacitor chips, the design is the same but without
any gaps for capacitor chips incorporation. The dimension
of each element of square patch is 29mm (𝑙) × 29mm (𝑤)
which corresponds to resonant frequency of 2.4GHz. The four
elements of square patch are configured in a horizontal array
with the same distance between square patch elements (𝑑) of
38.94mm to attain an optimum lobe of radiation pattern.

Furthermore, the microstrip line equations in [9] are used
to determine the width of each line for the feeding network.
Since each feed line has a different line impedance, hence it
should be calculated individually starting from the feed line
connected to the square patch element. Based on parametrical
study, the feed line connected to the square patch element
have line impedance of 94.25Ω. For the square patch antenna
array with capacitor chips, the capacitor chips are incorporated
in these feed lines. Then by setting a 100Ω line impedance
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Fig. 1. Rough design of square patch antenna array for beam reconfiguration.
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Fig. 2. A via wire for connection of each antenna patch to feed line.

TABLE I. PARAMETER VALUES OF MICROSTRIP LINE

Line impedance (Ω) Width (𝑚𝑚) Length (𝑚𝑚)

94.25 0.80 (𝑤1) 22.00 (𝑙1)

97.08 0.72 (𝑤2) 18.15 (𝑙2)

100.00 0.65 (𝑤3) 11.00 (𝑙3)

50.00 3.11 (𝑤4) 13.00 (𝑙4)

70.71 1.64 (𝑤5) 16.54 (𝑙5)

into two 94.25Ω line impedances, a quarter-wave transformer
is chosen to match both line impedances. Therefore, the
line impedance of the quarter-wave transformer is 97.08Ω.
Moreover, there is a feed line connected to the port, which has
a line impedance of 50Ω which is connected to a parallel of
100Ω line impedances. Then, the 100Ω line impedance is split
into two 50Ω line impedances, hence another quarter-wave
transformer is required. Here, the line impedance of second
quarter-wave transformer is set to be 70.71Ω. The detail
parameter values of microstrip line for feeding network are
tabulated in Table I.

III. CHARACTERIZATION AND HARDWARE REALIZATION

A. Characterization and Discussion

To investigate the beam reconfiguration of square patch
antenna array, at first, a characterization proposed antenna
array without capacitor chips, called as Array-W/O, is carried
out through simulation. Then, two proposed antenna arrays
with capacitor chips in different configuration of capacitance
values are characterized to be compared with the first
one. For the antenna array with capacitor chips, the first
configuration of capacitance value is 1pF, 10pF, 10pF, 1pF,
called as Array-W1, and the second one is 0.5pF, 1.5pF, 1.5pF,
0.5pF, called as Array-W2. The capacitors values for both
configurations, i.e. Array-W1 and Array-W2, are determined
based on the parametrical studies in producing an optimum
beam reconfiguration and satisfying the design requirements.
Here, the discrepancies in resonant frequency and in value
of return loss which are applied as design requirements
should be satisfied less than 5% and 10dB, respectively. The
characterization results of reflection coefficient i.e. magnitude
and phase, and radiation pattern for 3 types of square patch
antenna array are plotted in Figs. 3, 4, and 5, respectively.

It shows from Fig. 3 that the resonant frequencies of
square patch antenna array with capacitor chips, i.e. Array-W1
and Array-W2, slightly shift from frequency of 2.4GHz for
Array-W/O to the higher frequency. The resonant frequencies
for Array-W1 and Array-W2 are 2.42GHz and 2.44GHz,
respectively. Further, the minimum values of reflection
coefficient for Array-W1 and Array-W2 are also increased to
be worse. It indicates that the minimum value of reflection
coefficient for Array-W/O is -30.58dB at frequency of 2.4GHz,
while for Array-W1 and Array-W2 the minimum values of
reflection coefficient are -16.31dB at frequency of 2.42GHz
and -9.72dB at at frequency of 2.44GHz, respectively. The
discrepancy occurs due to the incorporation of capacitor
chips which affects to the reactance value of line impedance
of impedance matching network. Hence, as the change of
line impedance, the resonant frequency as well the value of
reflection coefficient is also influenced.



From Fig. 4, it reveals that the result of reflection
coefficient phase for 3 types of square patch antenna array
resembles each other. The difference is slightly in the
magnitude of phase, but the general shape is similar. The
reflection coefficient phase of Array-W/O at frequency of
2.4GHz is 109.99o. Whereas for Array-W1 and Array-W2,
the phases are 83.64o at frequency of 2.42GHz and 63.16o

at frequency of 2.44GHz. Thus, there is a phase shift of
26.35o occurred due to the incorporation of capacitor chips
with capacitances of 1pF, 10pF, 10pF, and 1pF, and a phase
shift of 46.83o for the capacitances of 0.5pF, 1.5pF, 1.5pF,
and 0.5pF, relatively to the square patch antenna array without
capacitor chips. Therefore, related to the beam reconfiguration
characteristic, the phase shift could be controlled by varying
the configuration of capacitance values.

Moreover, the comparison of radiation patterns for square
patch array antennas without and with capacitor chips
incorporation is observable in Fig. 5. Here, the radiation
patterns are taken at all elevation angles (𝜃) with azimuth
angle (𝜙) of 270o for 𝐸-plane, and at all azimuth angles
(𝜙) with elevation angle (𝜃) of 0o for 𝐻-plane. From this
point of view, it can be observed that there are two main
lobes with a slightly different angle for each radiation pattern.
Both radiation patterns for Array-W/O and Array-W1 are very
similar, it looks almost exactly the same. Meanwhile, for
Array-W2 shows a different shape of radiation pattern. The
maximum beam for Array-W/O, Array-W1, and Array-W2 is
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Fig. 3. Simulated result of reflection coefficient magnitude.

1.5 2 2.5 3

-180

-135

-90

-45

0

45

90

135

180

Frequency (GHz)

   Array-W/O
   Array-W1
   Array-W2

P
ha

se
 o

f 
re

fle
ct

io
n 

co
ef

fic
ie

nt
 (

dB
)

 

Fig. 4. Simulated result of reflection coefficient phase.
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(a)  E-plane (all θ, φ = 270o) (b)  H-plane (all φ, θ = 0o) 

Fig. 5. Simulated result of radiation pattern.

at 65o, 64o, and 113o, respectively. There is a slightly deflecting
beam angle of 1o for Array-W/O and Array-W1, and 48o for
Array-W/O and Array-W2. Hence, it can be concluded that the
adjustment of capacitances values in a specific configuration
is applicable to achieve the desired beam of antenna array.
The capacitor chips incorporation of less than 1pF is most
appropriate to significantly reconfigure the beam direction of
antenna array.

B. Hardware Realization and Measurement

In order to demonstrate the feasibility of beam
reconfiguration experimentally, a prototype of square
patch array antenna is realized for characteristic measurement
as shown in Fig. 6. The prototypes deployed on the FR4
Epoxy dielectric substrates are fabricated through wet etching
technique. Figs. 7, 8, and 9 plot the measured reflection
coefficient, i.e. magnitude and phase, and 𝐸-plane radiation
pattern for 3 types of realized square patch antenna array,
respectively. The minimum measured reflection coefficient
for Array-W/O shown in Fig. 7 is -17.18dB at frequency of
2.45GHz. While for Array-W1 and Array-W2, the measured
reflection coefficients are -9.68dB at frequency of 2.46GHz
and -7.46dB on 2.48GHz, respectively. It shows that the
measured resonant frequencies shift to the higher frequency
compared to the simulation ones plotted in Fig. 3 which are
mostly evoked by the dielectric constant for experimentation
is lower than in the simulation. Whereas the worse value
of measured reflection coefficient is almost influenced by
the loss of dielectric substrate in experimentation which is
higher than in the simulation. Unfortunately, some unexpected
resonant frequency appears around frequency of 1.8GHz for
all realized prototypes which is probably affected by the
transmission lines at bottom side of dielectric substrate which
act as radiators with lower resonant frequency.

 

(a)  top side view (b)  bottom side view 

Fig. 6. Prototype of realized square patch antenna array for beam
reconfiguration.



From the measured result of reflection coefficient phase
depicted in Fig. 8, it shows that the measured phase of
Array-W/O is 75.8o at frequency of 2.45GHz. While for
Array-W1 and Array-W2, the phase shifts over Array-W/O
are 81.48o at frequency of 2.46GHz and 73.89o at frequency
of 2.48GHz. The discrepancy in measured results of reflection
coefficient phase which are compared to simulation ones is
mostly affected by the dielectric constant value and loss of
dielectric substrate as explained above for measured results of
reflection coefficient magnitude.

Furthermore, Fig. 9 shows the measured results of radiation
pattern for all elevation angles with azimuth angle at 270o.
It can be seen that the result revealed the change in the
direction of maximum beam of each antenna, compared to
the simulation results. The maximum beam direction for
Array-W/O is 30o, which has more than 20o difference in
angle compared to the simulated radiation pattern. While for
Array-W1, it has maximum beam direction of 20o which
discloses a 10o deflected beam over Array-W/O. The greater
deflected beam of 20o is achieved by Array-W2 with the
maximum beam direction of 10o.

Although the measurement shows different results
compared to the simulation, it is evident about the role
of capacitor chips in beam steering of antenna array. The
array of antenna with lesser value of capacitances is able
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Fig. 7. Measured result of reflection coefficient magnitude.

1.5 2 2.5 3

-180

-135

-90

-45

0

45

90

135

180

Frequency (GHz)

P
ha

se
 o

f 
re

fle
ct

io
n 

co
ef

fic
ie

nt
 (

dB
)

   Array-W/O
   Array-W1
   Array-W2

 

Fig. 8. Measured result of reflection coefficient phase.
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Fig. 9. Measured result radiation pattern.

to deflect the beam angle greater than the higher value of
capacitances. The incorporation of capacitor chips with value
less than 1pF is considered as the key factor in beam steering
process however it should be paid by the poor performance of
impedance matching achievement which affects to the worse
of reflection coefficient value.

IV. CONCLUSION

Beam reconfiguration of square patch antenna array has
been investigated by incorporating capacitor chips with some
configuration of capacitance values to obtain the desired beam
direction. Four capacitor chips have been incorporated to the
microstrip lines of feeding network with different capacitance
value. From the characterization and measurement results,
it has been confirmed that the capacitor chips incorporation
has affected the characteristics of proposed antenna array.
Capacitor chips with capacitance values higher than 1pF could
only steer the beam direction of antenna array very slightly.
On the other hand, the capacitor chips with capacitance
values less than 1pF has had the ability to change the
beam direction significantly, however, the antenna array would
have a less favorable performance of impedance matching
achievement. Therefore, by revamping the capacitance values
of capacitor chips, beam reconfiguration of antenna array could
be developed into more significant results.
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Abstract—Digital Video Broadcast-hanheld (DVB-H) can 
make mobile phones not only as a communication tool, but 
also be able to access multimedia services. DVB-H is 
transmitted through terrestrial and satellite infrastructures. 
Receiver receiving frequent loss because the dominant 
rayleigh channel conditions over terrestrial systems, so it 
need an innovation infrastructure that can support better 
performance. Recommended method of innovation 
infrastructure is HAPS. HAPS is a system that has the 
majority of the state of Line of Sight (LOS), and also has a 
non-LOS components, so that  rician channel used. This 
thesis will analyze the effect of the use of HAPS on DVB-H 
technology. In this study, the effect will be measured at 2K, 
4K, and 8K mode, different receiver speed, and the 
influence of modulation 16 QAM and 64 QAM on HAPS 
systems. Based on the research results, the performance of 
DVB-H technology on HAPS systems, working on mode 8K 
has highest value BER and Eb/N0 among the other working 
mode. User speed decrease performance. 16 QAM 
modulation has better performance than 64 QAM 
modulation. 

 Keywords: HAPS, Rician, DVB-H, doppler 
frequency, Bit Error Rate (BER), EbN0, 16QAM, 64 
QAM. 

 

I. INTRODUCTION 

Media broadcast services based on telecommunications 
digital technology experiencing significant growth and 
potential in the past 10 years since the  digitalization 
broadcast television. One technology that can support 
broadcast services received by mobile phone with good 
performance is Digital Handheld Video Broadcast (DVB-
H) technology. DVB-H is an optimization of the Digital 
Video Broadcasting-Terrestrial (DVB-T) for existing 
digital TV and is intended to support the reception of 
broadcasting services on small terminals (hanheld) 
battery power in case of still or moving. DVB-H 
technology in 2004 standardized ETSI (ETSI EN 302 304 
November 2004). 

DVB-H technology is transmitted through terrestrial 
and satellite infrastructures, with the dominant rayleigh 
channel conditions and delay for satellite so receiver 
often receive loss. This technology require  innovation 
infrastructure which can support  service and has 
flexibility and better performance. One of recommended 
innovation infrastructure is High Altitude Platform 

Station (HAPS), which is also known as stratospheric 
repeaters [WRC-122, 97], [ITU-F.592, 02]. HAPs is 
defined by the World Radio Communications Conference 
(WRC) in 1997, and Radio Regulations (RR) No.S1.66A 
as "station located on an object with a height of 20-50 km 
that has the specifications, quantity, and relative 
coordinates fixed to the earth" [WRC-122, 97]. HAPS is 
a system that runs the majority state of  Line of Sight 
(LOS), and also has a non-LOS components, then 
channel model is rician channel. At rician channel model, 
one of the main parameters which serve as an indicator of 
the state of the channel is used as a signal propagation 
medium is rician factor (K factor). 

Modeling experiments conducted with some of the 
characteristics of this type of communication elements 
such as modulation techniques 16 QAM and 64 QAM. 
Then we will see 2K, 4K, 8K and doppler effect 
influence. Then BER performance of the system will be 
tested. BER performance will determine the coverage 
HAPS. In this thesis, the value of tolerance is still 
achievable BER is equal to 2.10-4.  

 
 

II. HIGH ALTITUDE PLATFORM STATION 
BASIC CONCEPT 

Specification used in the HAPS system is strongly 
influenced by height of the platform, and the elevation 
angle between the platform and the ground stations, as 
well as the dimensions of the earth. HAPS coverage is a 
function of the height (h), the earth radius (R) is 6370 km, 
and the elevation angle (α) formed between platform and 
the ground station. Diameter (d) of the coverage area of 
the HAPS obtained from the calculation: 
 

2   . cos                 (1) 
 

The Doppler effect is the effect of the transmitted signal 
frequency shift due to the movement of  user. Before the 
signal arrives at the receiver, the signal will go through a 
variety of pathways, causing a shift frequency. The 
mathematical equation of the Doppler frequency shift is 
as follows, 
 

  cos                                (2) 



 
 

 
 

 
 
 
 
 
 
 

Fig. 1 HAPS coverage. 
 
 
where   is Doppler frequency (Hz),   is frequency 
signal carrier (Hz), c denotes speed of light (m/s),  and  

 is an incidence angle to the direct movement of the 
user signal. 

Rician channel is the channel that describes the 
condition of LOS between transmitter and receiver and 
also a non-LOS component is smaller than the effect of 
multipath fading environment conditions, especially at 
small elevation angles. The following equation rician 
distribution is, 

 

               
 

  ; for (A≥0, R≥0)     (3) 
 
where R is the received signal, A is the amplitude of the 
dominant LOS signal, σ2 is the variance of the average 
power of the multipath components and Io (.) Is the 
modified Bessel function by the first kind and zero order. 
One of the factors that affect is parameter K. K is defined 
as the ratio of the dominant LOS signal stronger and 
stronger average signal multipath components. PDF 
rician with K factor can be seen in the following 
equation, 
 

 exp .  2       

(6) 
 
Where, 
 

                                (7) 
 
 

III. INTRODUCTION TO DIGITAL VIDEO BROADCASTING-
HANDHELD (DVB-H) 

DVB-H technology in 2004 standardized ETSI (ETSI EN 
302 304 November 2004). The use of DVB-H standard 
allows the ability to receive signals that allow moving 
receiver to receive services well. In the DVB-H, a 
transmitter input MPEG-2 TS (Transport Stream) 
multiplex, which can consist of a TV program and there 
is also voice and data. DVB-H system using DVB-T 
standard, but there are additional elements in the link 
layer (layer above the physical layer). The addition of 
elements such as time slicing and coding forward error 
correction [5]. The working mode is optional DVB-H 4K 
mode but still supports 2K and 8K. The block scheme of 
DVB-H transmitter can be seen in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  DVB-H Adapter. 
 
 
 
                                                                      (8) 

 
The relationship between the sampling frequency (τ), the 
number of subcarriers (NSC), and the symbol period (Tu) 
is as follows [20], 
 

                                                    (10) 
 
Inverse discrete Fourier transform (IDFT) can be used to 
modulate the data in order to OFDM symbol. The 
mathematical equations of the IDFT is as follows [20], 
 

                 ∑              (11) 
 
While to restore the data symbol to OFDM symbol used 
discrete Fourier transform (DFT). The mathematical 
equations of the DFT is as follows, 
 

                ∑            (12) 
 
The base period used in the DVB-H technology 
according to the following equation [20], 
 

                      
  

                        (13)  
 
Where T is period on the basis of DVB (µs) and Bw is 
DVB Bandwith ( 5, 6, 7,atau 8 MHz). 

 
  

IV. DESIGN AND SIMULATION 

Simulations were performed at Digital Video 
Broadcasting Hanheld over HAPS systems. In this 
simulation, MATLAB (Matrix Laboratory) R 2011 is 
used. In this design, the receiver will be on two 
conditions, when the receiver is stationary condition (v = 
0 km / h) and a receiver in motion (v = 5 km / h, v = 40 
km / h, and v = 80 km / h ). Design parameters can be 
seen in Table I. 

 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3 Simulation Diagram. 

 
 

TABLE I  DVB-H ON HAPS PARAMETER. 
 

Mode 2K 4K 8K 
FFT size 2048 4096 8192 

Guard Interval ¼ ¼ ¼ 
Mapping QPSK, 16 

QAM, 
64 QAM 

QPSK, 16 
QAM, 

64 QAM 

QPSK, 16 
QAM, 64 QAM 

Bandwidth 8 Mhz 8 Mhz 8 Mhz 

Perioda dasar 7/64 µs 7/64 µs 
 

7/64 µs 
 

 Iteration 50 50 50 
Jumlah simbol 

OFDM 
4 4 4 

Channel Rician Rician Rician 

Carrier 
Frequency 

2.4 GHz 2.4 GHz 2.4 GHz 

 
 
 

III. ANALYSIS AND SIMUATION OF  DVB-H OVER HAPS 

The simulation result shows that the Performance 
comparison between mode 2K, 4K, 8K for 16QAM are as 
follow. 

 
A. 2K 16 QAM 
In the 2K mode at figure 4 using 16 QAM modulation 
can be seen that BER DVB-H standards is 2.10-4 for 
elevation angles 200 – 900. In 2K mode, coverage HAPS 
is 108 km. 

 
B. 4K 16 QAM  
In the figure 5 4K mode using 16 QAM 16 QAM 
modulation can be seen that BER performance standards 
DVB-H BER is 2.10-4 for elevation angles 100-900. In the 
4K mode with 16 QAM modulation, HAPS coverage is 
215 km (diameter). 

 
C. 8K mode 16 QAM modulation. 
In the figure 6 8K mode using 16 QAM 16 QAM 
modulation can be seen that BER performance BER  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4   2K 16 QAM. 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5  4K Mode 16 QAM. 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 6   8K mode 16 QAM. 
 

 
standards DVB-H which is on the corner of elevation 
2.10-4 is 100-900. In the 4K mode with 16 QAM 
modulation, HAPS coverage is 215 km (diameter). 

The Performance comparison of BER for 4K mode 
and for receiver (v=0), pedestrian (v=5 km/h), and v = 40 
km/h and for v=80 km/h using 16 QAM are as follow, 
 
A. For 4K Modulasi 16 QAM v=5 km/h 
In figure 7 4K mode using 16 QAM modulation can be 
seen that BER performance BER standards DVB-H 
which is 2.10-4 on the corner of elevation 300 – 900. 
Coverage HAPS is 68.7 km. 
 
 
 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7  BER vs Eb/N0 mode 4K QAM v= 5 km/h. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8  BER vs Eb/N0 mode 4K 16 QAM v=40 km/h. 

 
B. Mode 4K using 16 QAM v=40 km/h 
In figure 8 4K mode using 16 QAM modulation can be 
seen that BER performance BER standards DVB-H 
which is 2.10-4 on the corner of elevation 300 – 900.  
Coverage HAPS is 68.7 km(diameter). 
 
C. For 4K Modulasi 16 QAM v=80 km/h  
In figure 9 4K mode using 16 QAM modulation can be 
seen that BER performance BER standards DVB-H 
which is 2.10-4 on the corner of elevation 400 – 900. 
Coverage HAPS is 48 km(diameter).  
 
The Performance Comparison BER Mode 4K for receiver 
(v=5 km/h), v=40 km/h dan v=80 km/h pada Modulasi 64 
QAM are as follow, 
 
A. For 4K using 64 QAM pada v=5 km/h 
In figure 10 4K mode using 64 QAM modulation can be 
seen that BER performance BER standards DVB-H 
which is 2.10-4 on the corner of elevation 400 – 900.  
Coverage HAPS is 48 km(diameter). 
 
B. For Mode 4K using 64 QAM pada v=40 km/h 
In figure 11 4K mode using 64 QAM modulation can be 
seen that BER performance BER standards DVB-H 
which is 2.10-4 on the corner of elevation 600 – 900 
coverage HAPS is 22.9 km(diameter). 
 
C. For 4K Modulasi 64 QAM pada v=80 km/h 
In figure 12 4K mode using 64 QAM modulation can be 
seen that BER performance BER standards DVB-H 
which is 2.10-4 on the corner of elevation 700 – 900.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9  BER vs Eb/N0 mode 4K 16 QAM v=80 km/h. 
  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10  BER vs Eb/N0 mode 4K 64 QAM v=5 km/h. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11  BER vs Eb/N0 mode 4K 64 QAM v=40 km/h. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12  BER vs Eb/N0 mode 4K 64 QAM v=80 km/h 
 
 
Coverage HAPS is 14.5 km(diameter). 
 
 

V. CONCLUSION 

We have evaluated the performance of DVB-H over high 
[7] Iskandar (2006). Channel Characterization and 
Performance Evaluation of Mobile Communication 



 
 

Employing Stratospheric Platforms. IEICE Trans. 
COMMUN.School of Global Information and 
Telecommunication Studies (GITS) Waseda University. 
Japan . 

altidute platform channel. For 2k mode scheme, 4K, and 
[8] J.G Proaksis, Digital Communications, four ted., 
Mc. Graw-Hill, New York. 2000 

[9] http://www.dvb-h-online.org/PDF/DIgiTAG-
DVB-H Handbook.pdf 

[10] Krzysztof Wesolowski, “Mobile Communication 
Systems”, John Wiley and Sons. 2002.8K with modulation 
16 QAM, 64 QAM and simulation results obtained that 
performance changes in various modes with the best 
performance in 8K mode. Coverage area of 16 QAM is 
larger (205 km) than 64 QAM (48 km). At different 
speed of user v = 5 km / h, v = 40 km / h, and v = 80 km / 
h show a decrease in BER vs Eb/N0 performance, with 
the better performance in the 16 QAM modulation than 
64 QAM at various speeds. 
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Abstract-DVB-T (Digital Video Broadcasting-Terrestrial) is 
an open standard in digital video transmission which has 
been internationally recognized. DVB-T standard issued by 
ETSI. This research will analyze the effect of DVB-T 
channel estimation for coverage improvement on High 
Altitude Platforms Station (HAPS)system. HAPS are known 
as stratospheric broadband telecommunications 
infrastructure is a standard similar to the satellite, which 
was placed in the stratosphere. HAPs channel can provide 
LOS relationship between HAPS platform with the user so 
that it can be simulated with rician channel. Based on the 
research results, the performance of DVB-T services in the 
HAPS system is influenced by the type of modulation used 
and the mode of work, the influence of channel estimation 
using least squares (LS) to increase coverage up to 34.4 km 
with a value of Eb/No 20 dB. 

Keywords—DVB-T, HAPS, Rician, Channel Estimation. 

 
I. INTRODUCTION 

The growing need for telecommunications services 
requires the development of telecommunications 
infrastructure. High Altitude Platforms Station (HAPS) is 
an alternative solution that is able to provide multiple 
services on a single platform and can provide many 
advantages compared with other existing technologies 
(terrestrial and satellite). HAPS utilize transceiver station 
at altitudes well below the satellite, which is in the 
stratosphere [1]. 

DVB-T is a digital TV broadcasting standard which 
enables the delivery of terrestrial digital TV programs 
and other multimedia streaming [2]. With all the 
advantages offered, until now Indonesia has continued 
migrating from the use of analog TV to digital TV. This 
research will discuss about the performance of DVB-T on 
channel  HAPS with areas that are still able to receive 
DVB-T with tolerance values specified BER [3]. HAPS 
is simulated with rician channel which is containing LOS 
and non-LOS components that have characteristics in 
each position / distance from HAPS platform, will further 
analyze the techniques that can increase the coverage [4]-
[8]. This paper consists of an introduction, basic concepts 
of HAPS and DVB-T, then the system design and 
simulation results and analysis. 
 
 

II. HIGH ALTITUDE PLATFORM STATION(HAPS) 

A. HAPScharacteristics 
Characteristics of the earth and height dimensions that 
are used on HAPS systems greatly affect the distance of 
the elevation angle of the earth and HAPS. LOS 
estimation quality also depends on the shape of the 

land.Diameter calculation can be referenced by the 
following equation: 

 

                    2   . cos          (1) 
 
Where d is the diameter of the area that is formed, R is 
the radius of the earth is 6370 km, h is the height of 
HAPs and α is the elevation angle in degrees formed 
between the earth station and the HAPS platform [9]. 

 
B. Channel modeling HAPS 
This research will  useRician channel model assumed 
LOS signals from HAPS directly to the receiver with few 
multipath. Attenuation factor due to the influence of 
weather and natural gas are also ignored because the use 
of low-frequency 2.4 GHz. 
 
C. Rician Channel 
Rician channel representation is most appropriate for 
small applied considering the influence of the multipath 
fading of the state of the environment, especially at small 
elevation angles [9]-[11]. At this situation, random 
multipath components coming from different angles can 
affect the signal received. Rician distribution is given as: 

             , for (A≥0,R≥0)       (2) 

                       0   ;  for (r < 0)                          (3) 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Illustration corner of the HAPS coverage. 
 

 
 
 
 
 
 

Fig. 2  HAPS channel simulated. 



 
 

where A represents the amplitude and  (.) Is the 
modified Bessel function by the first kind and zero order. 
One of the parameters that influence the parameter K, 
which is defined as the rate of a channel Rician LOS 
observed. 
 
D. Additive white Gaussian noise (AWGN) 
In a communication system signal always suffered 
damage caused by the noise caused by the amplifier. 
Damage caused by a signal only white Gaussian noise 
(AWGN), and the received signal using statistical 
deterministic AWGN (Gaussian distributed). 
 
 

III. DIGITAL VIDEO BROADCASTING-TERRESTRIAL 

(DVB-T) 

DVB-T is known as a digital television broadcast 
standard that is widely used in the world and is also being 
adapted in Indonesia due to several advantages, mainly 
due to reliability DVB-T is capable of delivering large 
amounts of data at high speed point-to-multipoint. DVB-
T system which has direct broadcasting from a 
transmitter system Earth (terrestrial) to a receiver. Earth 
transmitter function is to transmit MPEG-2 digital data 
that has been modulated into a wave VHF / UHF antenna 
to be transmitted using a transmitter. Digital modulation 
system used in the DVB-T system is modulated OFDM 
(Orthogonal Frequency Division Multiplex) with a choice 
of modulation types QPSK, 16-QAM or 64QAM. By 
using this system, the bandwidth used (about 6 to 8 MHz) 
may be efficient to allow the use of the channel for some 
content. 
 
A. Digital Modulation 
Digital modulation is the process of laying the digital 
signal to the carrier signal. There are many types of 
digital modulation that can be used in digital signal 
transmission system, the following is a type of 
modulation to be used in this study, 
 
a. Quadrature Phase Shift Keying (QPSK): 
Phase shift keying modulation is a digital modulation 
technique whereby the QPSK modulation using 90 
increments in the phase which produces 4 kinds of logic 
state (symbol) in any condition. one symbol represented 
in two bits. QPSK modulation to increase the data 
transmission rate is higher than the binary phase shift 
keying (BPSK) in the same bandwidth but requires QPSK 
generation and detection systems are more complex. 
 
b. Quadrature Amplitude Modulation (QAM) 
Digital modulation Quadrature Amplitude Modulation 
(QAM) is a combination of ASK and PSK digital 
modulation which bit binary data expressed with different 
amplitude and phase. 
 
B. Orthogonal Frequency Division Multiplexing 

(OFDM) 
OFDM is a spread spectrum technique which uses 
multicarrier systems that transmit data in parallel on 
multiple subcarriers are mutually orthogonal [12]. OFDM 
is emerging as a solution to solve the problems in the 

propagation of waves in the air. Orthogonality concept of 
a signal can make the signal overlapping each subcarrier  
without having the effect of inter-symbol interference 
(ISI) and inter-carrier interference (ICI) which in turn 
will lead to efficient use of bandwidth [12]. 

OFDM technique used in the DVB-T transmission, 
with the parameters specified number of subcarriers 
corresponding working mode used in DVB-T 
transmission [13]. The parameters for DVB-T 2K and 4K 
modes are used as in Table 1. 

 
C. Least square channel estimation 
Channel estimation is a technique that aims to predict or 
estimate the channel impulse response (CIR) or impulse 
response of a channel to the signal sent. In general, there 
are many methods that can be used in channel estimation, 
the signal sent to the effects the changes generated by the 
channel was estimated that the detection signal becomes 
more accurate information. Estimates Least Square (LS) 
channel estimator is the simplest, this estimator works by 
dividing the received signal at the receiver after the 
channel through which the signal is transmitted through 
the channel before. Mathematically expressed as follows: 

 

                                             (4) 

 
note:  
HLS :  Channel frequency response is obtained by least  

square estimate 
Y     :  Signal at the receiver, expressed in the 

frequency domain 
X  : Signal at the transmitter, expressed in the 

frequency domain 
 
 

TABEL 1. OFDM PARAMETERS OF THE DVB-T. 
 

Mode 2K 8K 

The number of subcarriers used 1705 6817 

Number of Kmin 0 0 

Number of Kmax 1704 6816 

Sub-carrierspacing 1/(2048 x T) 1/(8192 x T) 

Spacing betweencarrier Bandwidth DVB 

 
 
 

 

 

 

 

 

Fig. 3  Pilot location. 

  
 Estimation method is also the method of least squares 
estimation of pilot assisted channel estimation works by 
transmitting pilot symbols which is a bit stream that had 
previously been known to coincide with the data sent 
information. Pilot symbol was used to determine the  



 
 

TABEL 2  VALUES OF K-FACTOR. 
 

Elevation K-factor 
10 1.4 
20 2.0 
30 2.3 
40 2.7 
50 4.6 
60 6.4 
70 9.2 
80 12.2 
90 16.8 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4  Design System. 

 
 
pattern of change is happening, then the pattern of these 
changes can be known impulse response channels. 
Basically pilot symbols used to have three types of pilot 
arrangement structure of which is the type of block, 
comb, and lattice. DVB-T is one of the services that use 
the lattice structure of the pilot arrangement. At this 
lattice type pilot arrangement, each OFDM symbol has a 
pilot signal periodically placed both in frequency and in 
time domain [14]. 
 

IV. SYSTEM DESIGN 

In the simulation session will be an analysis of the 
performance of the DVB-T system on HAPS indicated by 
the BER values obtained for Eb/No. subsequently saw an 
increase in coverage is influenced by the use of channel 
estimation. To facilitate the process of simulation, then 
some of the assumptions made are as follows: 

1. Conditions HAPs and receivers are considered 
in a static position, HAPS with a height of 20 
km. 

2. Doppler effect of the environment has no effect. 
3. Simulation at the physical layer baseband signal. 

 
Simulation will be conducted at several receiver 

positions angles. At each corner are observed have a 
different values of K-factor. K-factor values used in the 
simulations to follow the results of experiments that have 
been done previously. The value of K-factor at any 
elevation angle contained in Table 2. Generally, the 
system consists of a transmitter block, transmission  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  Graph BER QPSK DVB-T 2K without estimation. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6  Graph BER QPSK DVB-T 2K with estimation. 
 
 
channel and receiver blocks. Furthermore, from the data 
obtained de-mapper block output will be calculated bit 
error rate (BER), BER calculation is intended to 
determine the number of bits that have errors due to noise 
mixed. This calculation is done by comparing the data 
received by the receiving data transmitted by the 
transmitter. BER is a parameter used in the simulation to 
see the performance of the system. 
 
 

V. ANALYSIS OF SIMULATION 
 

A. Performance of services by using the DVB-T channel 
estimation on HAPS 

Performance of the overall system be based on the BER 
values obtained of bit energy per noise value (EbNo) 
system. Good system performance will be shown with the 
smaller value of the BER. Fig. 5 shows the BER results 
obtained from the simulation of the DVB-T 2K with 
QPSK modulation on HAPS channel without using 
channel estimation. The results showed that the best BER 
graph is when the highest value of K-factor, which means 
the receiver is at elevation angles90 . The position is 
appropriate under the platform so that the maximum 
transmit power received. This is also indicated by the 
value of K-factor on the LOS component. 

Fig. 6 shows the results obtained from the BER 
simulation 2K DVB-T with QPSK modulation on HAPS 
systems by adding the use of LS channel estimation on 
the block to improve BER can be achieved. In the Fig. 7 
will show simulation results on DVB-T 8K QPSK, which  



 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 7  BER of QPSK DVB-T 8K without estimation. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  BER of QPSK DVB-T 8K with  estimation. 
 
 

TABLE III   DIAMETER COVERAGE OF HAPS WITH AND WITHOUT 

ESTIMATION. 
 

 
 
Further simulations performed on the DVB-T 2K 

and 8K mode with 16 QAM modulation. Based on figure 
9, graphics BER obtained still showed the same pattern 
where the smallest BER is on the corner of90 but the 
value of BER10 can be achieved with a value of Eb/No 
is higher, thus indicating use QPSK modulation indicates 
better performance. It can be caused by the distance 
between the QPSK constellation symbols is greater than 
the distance between the constellation symbols on 16-
QAM symbols errors resulting opportunities that occur 
on QPSK modulation is smaller than the chance of 
symbol errors that occur in 16-QAM modulation.In the 
figure 10 shows the BER values improved with the 
addition of LS channel estimation.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9  BER of 16-QAM DVB-T 2K without estimation. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.10 BER of 16-QAM DVB-T 2K with estimation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.11  BER 16-QAM DVB-T 8K without estimation. 
 
B. Extensive analysis of the DVB-T service coverage on 

HAPS 
Extensive analysis of the DVB-T service coverage 

on channel HAPS can be determined from the simulation 
results that have been obtained. To calculate the area of 
coverage and the increase will be calculated on a value 
Eb/No with equation (1). The Eb/No maximum value 
used is 20 dB with the result that coverage can achieve 
BER values10 are shown in Table 3. Based on the 
simulation results, the mode is used DVB-T effect on the 
resulting performance. For service delivery area coverage 
is more suitable 8K mode, but this mode has a higher 
complexity with the use of subcarriers and FFT points 
more, for the simulation also takes a longer time.  

DVB-T 
Diameter  

Without estimation With estimation 

QPSK 
2K 14.5 km 33.4 km 

8K 33.4 km 67.8 km 

16 QAM 
2K 1 km 22.9 km 

8K 14.5 km 33.4 km 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12  BER 16-QAM DVB-T 8K with estimation. 
 
 
 

VI  CONCLUSION 

The purpose of the study is to see the performance of 
Digital Video Broadcasting services - Terrestrial (DVB-
T) in theHigh Altitude Platform Station (HAPS)system. 
Based on simulation results, showing a good 
performance, where the coverage of the BER 
tolerance10 reached a diameter of 68.7 km, the use of 
channel estimation DVB-T services greatly affect 
increase in coverage that can be achieved with the 
tolerances specified BER, the LS channel estimation 
services using the DVB-T 8K mode and QPSK 
modulation can increase coverage up to 34.4 miles on 
EbNo 20 dB. 
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Abstract – Anomaly traffic detection is one method to 
detect attack in internet, especially Distributed Denial of 
Service (DDoS). Here, traffic analysis which reveal the 
observed traffic pattern is key important process as the 
anomaly decision was taken based on traffic analysis. This 
research analyzed several statistical analysis of traffic 
datasets categorized as normal, DDoS attack and 
flashcrowd. Analysis done in aggregate and per-flow 
traffic level which showed similarity and difference in each 
category. Windowing technic used to measure instantaneous 
statistical value. The result showed several statistical 
difference which could be used to categorized types of 
anomaly, especially to identify normal threshold. Flow to 
normal average flow distance distribution perform not 
followed Gaussian distribution. 

Key words: traffic, anomaly, DDoS, flashcrowd, 
distribution. 

 

I. INTRODUCTION 
DDoS attack is a kind of internet attack which had big 

impact  for service provider and all user in network. High rate 
traffic from botnet made almost all users in network suffered in 
gaining the server service. Quality of Service (QoS) decreased 
as botnet traffic flooding the network. So its important to detect 
the DDoS attack to provide security mechanism to protect the 
network and service. 

But high rate traffic not only came from DDoS attack. 
Hugh number of legal service request in flashcrowd also made 
the QoS decrease as there were limitation in hardware 
infrastructure. For example in breaking news, or product 
launching, increased number of legal user resulting high rate 
traffic for server. Anomaly traffic analysis is well known 
research to detect the anomalous traffic event. 

Both event visually almost have the same high rate traffic. 
If only seen from visual analysis of these phenomena, there is 
possibility to wrongly classify the anomaly. So it’s important to 
analyze in deeper analysis to avoid miss classification. It’s 
because DDoS and flashcrowd must treated differently. From 
several solutions, not all anomaly detection proposal pay much 
attention to real traffic model. Past researches implement 

certain method based on believed traffic distribution. It made 
the solution limited to certain limited condition when proposed 
believed traffic distribution fulfilled.  

This research was a pre-research of our traffic anomaly 
detection classification. We did several statistical analysis 
empirically of captured traffic in dataset. Data analysis done 
via windowed and streaming technic in aggregate and per-flow 
data. Normal aggregate traffic represented by packet trace 
network level in CAIDA anonymous 2014. Flashcrowd traffic 
reconstructed from binary server log application level from 
Worldcup 1998 dataset. DDoS aggregate traffic analysis done 
from raw packet trace in CAIDA 2007. For per-flow analysis, 
we did analysis on well known KDDCup 1999 dataset, which 
contain normal and attack labeled flows. 

From this research, contributions were gained from several 
traffic statistical analysis in aggregate and flow level analysis. 
Statistical distribution in aggregate traffic showed similar 
distribution from flashcrowd and normal traffic, but different 
from DDoS attack. From per-flow analysis, normal flows still 
showed the same self similar long range dependent behavior 
same as aggregate traffic, but DDoS showed the opposite. Per-
flow mahalanobis distance to average flow analysis provided 
information of distance behavior of normal and DDoS flow, 
which were not Gaussian normal distribution.   

 

II. RELATED WORK 
Anomaly detection research focus to identify changes from 

normal patterns or behavior. The normal pattern obtained from 
daily historical or empirical experiment which believed to be 
normal traffic. Any pattern which not follow the known normal 
pattern will be identified as anomaly. Several method has 
already proposed in anomaly detection research, such as 
statistical, information theory, forecasting, data mining, etc.  

Traffic modeling has been done in several research. In [1] 
empirically analyzed internet traffic and shifting the perception 
of some researchers who originally occupy Poisson distribution 
modeling into Pareto modeling in internet traffic model. 
Research [2] showed that the nature of self-similar behavior 
could be used as traffic model. Recently, distribution and 
analysis of traffic occupied in several traffic anomaly detection 
researches, especially DDoS detection. 



 

 

Normal Hurst exponent for normal traffic is believed 
between 0,5 to 1, and followed by others Hurst exponent based 
anomaly detection. In [3] detected attacks by analyzing the 
nature of the Long Range Dependent (LRD) of internet traffic. 
Research in [4] used the properties of Self-Similarity in 
detecting DDoS attacks, which performance result depended on 
the estimated Hurst exponent value and sensibility system 
against congestion. FRT technique to estimate Hurst exponent 
used in [5] to estimate abnormal Hurst exponent value.  

From the traffic features, several research did analysis from 
traffic aggregate based and flow based traffic data. The used of 
traffic aggregate based data especially to detect anomaly of 
DDoS and flashcrowd. And flow based data commonly used 
not only to detect the present of anomaly but also detect types 
of anomalous event. In [6] did comparison of clustering-based 
detection and histogram-based Pearson correlation based on the 
packet to detect anomaly. Statistical characteristic based on the 
traffic rate used to detect anomalies in [7]. Meanwhile, [8] and 
[9] separated the anomalous type of DDoS and flashcrowd with 
flow similarity and correlation function, even at a particular 
feature. Research that has detected and classified types of 
anomaly was found at [10] and [11] which used flow based 
traffic data. 

  

Figure 1 Traffic anomaly detection capability focus taxonomy. 

In the development of traffic anomaly detection, research 
contribution made by each research have grown, as seen in 
taxonomy [12]. From several anomaly detection research based 
on traffic models, not many which tried to explored many of 
traffic features which can be extracted from data traffic. 
Generally, the methods developed based on one particular 
feature of the traffic (typically  or rate) which resulted 
in only able to detect anomalies in traffic but can not classify 
the type of anomalies. Though it could be seen that different 
features could result in different traffic analysis, which could 
clarify the types of anomalies that arise when analyzed further. 

The used of feature-level traffic flow in [10], used 
covariance matrices of the many features (23 to 31) from KDD 
Cup 1999 to identify the type of attack. The results showed a 
very high accuracy in the analysis of the type of homogeneous 

traffic group. This research was studied further by [13] by 
adding the triangle area of the map features as an input traffic 
detection on all continuous features. This step done with per-
flow analysis for the detection of attacks despite the 
heterogeneous traffic anomaly occured. 

However, several anomaly traffic detection research only 
based on assumptions of used traffic features distribution. The 
consequences might be any limitations in implementation of 
the proposed solution, only when the underlying assumptions 
were fulfilled. So it is very important to analyze first the actual 
traffic feature distribution which appears in traffic features. 

 

III. METHODOLOGY 
This research carried out in stages as in Figure 2 as part of 

next research in types of anomaly classification research. In  
our next research, the detector will be placed at the target-end. 
So all trace in datasets must be selected that only lead to a 
specific destination address. 

 

Feature extraction 
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Dataset
Fitting features 
distribution & 

evaluation

Traffic Features’s 
distributions 

 

Figure 2 Framework 

A. Features Extraction and Selection 

Each dataset passed through the process of extraction and 
feature selection to determine the traffic features which suitably 
used as detection rule traffic characteristic. Such features were 
as follows. 

1) Network level (packet trace) dataset, normal CAIDA 
anonymized 2014 , DDoS CAIDA 2007 [14] : 

o packet rate, number of data packets arrived 
at specific time intervals. 

o Delta, time between packets arrival. 
2) Application level (log-server) dataset, flashcrowd 

WorldCup 1998 [15] : 
o  packet rate. 

3) Extracted features from normal and DDoS traffic in 
KDDCup 1999 [16], which mainly focus on traffic 
features which are feature number 23 and 24 : 

o 23 (Count), number of packets of certain flow at 
the past 2 seconds.  

o Srv_count, number of packets of the same flow 
to the same service. 

To calculate the rate packet feature, the field "date" in the 
dataset used to calculate the number of packets within a 
specific time interval. This research used a 1 second interval to 
accommodate the same granurality of the three datasets. 
CAIDA 2007 and 2014 packet trace data reached 10-6 second 
granurality, while WorldCup 1998 server log only at second. 



 

 

To conform detector position at target-end destination in 
network, normal dataset Caida Anonymized 2014; which was 
backbone level dataset; filtered at certain IP_destination 
189.116.21.85. While for DDoS Caida 2007, we choosed 
filtered "ddostrace to the victim" dataset. Likewise in 
WorldCup 1998 dataset which has already in the form of server 
targeted dataset. It was important to analyze the traffic models 
corresponding to the position of the detector, due to possibility 
of different behavior at different network position.  

B. Statistical Analysis 

Histogram plots and estimated statistical value were 
analyzed in statistical analysis. We did empirical cumulative 
distribution fuction (ecdf) fitting, at first, second and third 
order of statistical analysis of aggregate traffic. In per-flow 
analysis, we added information theoretical analysis by measure 
distance between flows. The distribution of the data obtained 
empirically from the data and evaluated by the engineering chi-
square test.  

 

IV. RESULT AND ANALYSIS  
A. Aggregate Traffic 
a. Traffic Rate 

From traffic rate feature, statistical analysis was done 
simply by calculating the empirical cumulative distribution 
function (ecdf). Analysis was performed on the data traffic 
directly, or the relationships among the data. In this analysis, 
the relationship between the data carried on with a one lag 
distance difference. The result shown in table 1.  

Table 1 Contoh fitting distribution 

Dataset Time 
frame 

Best fitting distribution Chi-square test 

      Do
F 

Statisti
c 

P 
Valu

e 
Normal 
CAIDA 

Anonymized 
2014 

IP_Dest 
189.116.21.8

5, time 
130000-
131000) 

1st 60 
s  

log normal, 
s=0,07745  m=7,9589 

5 2,8476 0,723
5 

2nd 
60 s 

log normal, 
s=0,08603  m=7,9799 

5 3,5327 0,618
4 

3rd 
60 s 

log normal, 
s=0,13157  m=7,8946 

5 3,5004 0,623
3 

4rt 60 
s 

log normal, 
s=0,19366  m=7,471 

4 6,2201 0,161 

5th 
60 s 

log normal, 
s=0,23655  m=6,8805 

5 1,182 0,285
4 

5 
minut
e 

Gen.. Pareto, k=-
1,8913  s=5077,1  m=503
,97 

     

Normal 
WorldCup 

1998 day 66  

2nd 
60 s 

log normal, 
s=0,0801  m=5,8224 

5 2,7143 0,743
9 

3rd 
60 s 

log normal, 
s=0,06571  m=5,6815 

5 6,6148 0,250
9 

4rt 60 
s 

log normal, 
s=0,05273  m=5,7271 

5 2,9801 0,703
1 

5th 
60 s 

log normal, 
s=0,08426  m=5,6018 

5 5,2946 0,381 

1st 
hour 

log normal, 
s=0,09904  m=5,9075 

11 18,872 0,063
4 

2nd 
hour 

normal 
s=26,993  m=323,74 

11 12,778 0,308
1 

 

Figure 3 Ecdf rate normal and flashcrowd traffic 

 

Figure 4 Ecdf rate DDoS CAIDA 2007at steady rate 

Normal traffic distribution in different interval had the 
same traffic distribution despite produced different first-order 
distribution parameter values. It showed that the high rate had 
no significant effect on the data distribution model. Whereas 
when compared with flashcrowd traffic on the same 
observation interval, traffic could be approached with the same 
distribution but with a dominant outlier on low rate of traffic 
(Figure 3). This shows the nature of flashcrowd where high 
traffic rate was generated by similar traffic distribution to 
normal traffic, but generated by very large sources. DDoS 
traffic showed traffic distribution that was different than 
normal and overall flashcrowd, but had the same distribution as 
the rising flashcrowd event as both suitably approach by 
extreme value distribution (figure 4). It showed a high rate of 
traffic on DDoS occured because the traffic generated by the 
different distribution by many traffic sources (botnet). 

Second order statistical analyzed by autocorrelation 
analysis from rate data traffic and rate data traffic with one lag 
difference. From autocorrelation analysis, normal traffic and 
flashcrowd have autocorrelation value which tends to long 
range dependence (LRD) compared with DDoS short range 
dependence (SRD) as shown in Figure 5. Analysis of long-
range dependence will be more visible in stationary data with 
the use of one lag difference as shown in Figure 6.  



 

 

 

Figure  5 Autocorrelation of rate feature 

 

Figure  6 Autocorrelation of rate feature with lag = 1. 

b. Delta 

Analysis of the actual delta feature gave the same results 
with the rate feature as they both relied on the same data that is 
time. But the delta has already a continuous data packet inter-
arrival which was a difference between the arrival time of data 
packets. Based on delta feature, the more obvious differences 
in the nature of normal traffic and DDoS shown, as LRD of 
normal traffic and SRD of DDoS traffic as shown in Figure 8. 
In this case, the distribution of traffic generated from normal 
traffic and DDoS very obvious, though difficult to approach 
with certain distribution, as a result of the extreme value delta 
DDoS dominant delta value was very small as shown in figure 
7. It could be used to identify the presence of anomalous 
traffic. More results from LRD analysis for DDoS could be 
seen in a previous report [17]. 

 

 

Figure  7 Ecdf delta DDoS and normal 

 

Figure  8 Autocorrelation of delta DDoS and normal 

B. Flow Level Traffic 

Extracted features in the KDD Cup 1999 provide 41 
features that can be selected to identify the type of traffic 
anomalies. By making the identification of each feature or 
relationship between features could provide an opportunity to 
identify the type of anomalies. Feature number 23 is the packet 
rate per two seconds of each flow. As shown in feature number 
23, every type of DDoS traffic provided different distributions 
(Figure 9). Likewise, the results of autocorrelation analysis of 
the data showed normal traffic data indicate the nature of long-
range dependence. Anomalies due to some type of DDoS 
showed different, except smurf attack showed the correlation 
was almost flat (Figure 10).  



 

 

 

Figure  9 Density function of feature number 23 KDDCup 1999 

 

Figure  10 Autocorrelation of feature number 23 

Further statistical analysis of traffic using covariance at 
feature number 23 to 31 from flow based features of KDDCup 
traffic. The result obtained 31 covariance values. Group 
analysis done using windowing technique with window size 
100 on a set of traffic flows in each type of traffic. In this 
study, the used of sliding window technique provide slightly 
different results with the use of batch data. The mean 
covariance value of every feature on every window were not 
significantly changed. 

 

Figure  11 Covariance matrix of feature number 23 to 31 in window size 100 

Seen from mean of covariance value of each type of traffic 
was significantly change in figure 11. The threshold rule could 
be implemented to differentiate each type of traffic. Whether 

using classification algorithm such as linear classifier, support 
vector machine, kernel estimation, decision tree, etc. 

One useful method to measure similarity which implement 
covariance matrix is Mahalanobis distance. In this research, 
mahalanobis distance measured to identify distance distribution 
among types of traffic which will be very useful for classifier. 
Mahalanobis distance was measured for every flow from each 
type of traffic. For each type of traffic, exponential distribution 
founded on distance behavior of flow to each type of traffic 
average as depicted in figure 12. This lead to information on 
threshold value suitable for every type of traffic.   

 
Figure  12 Mahalanobis distance distribution flow to average of each type of 

traffic 
 

 
Figure  13 Mahalanobis distance distribution flow to average of normal 

traffic all features 

 
Figure  14 Mahalanobis distance distribution flow to average of normal 

traffic feature 23 to 31 
 



 

 

The used of number of features in detection algorithm was 
very significant to improve detection accuracy. It shown from 
figure 13 to figure 14, which provide information of 
mahalanobis distance distribution vary when implement 
different number of features. The higher number of feature not 
significantly complement to higher distance separation for 
every type of traffic.  

 
Figure  15 Mahalanobis distance normalized flow to average normalized 

normal feature 23 to 31 
 

Based on figure 14, distance separation on every type of 
traffic had not significantly clear, especially to differentiate 
normal traffic and back attack traffic. Several research did 
normalization to improve detection accuracy which affected by 

numbers of data. Normalization done by , given 
data of , 1 , and . The result 
showed significant improvement in distance separation for each 
flow to average normalized normal traffic as depicted in figure 
15. 

 

V. CONCLUSION AND FUTURE WORK 
The distribution of data traffic from every feature will vary. 

Traffic distribution was not only pareto, poisson or gaussian 
normal but vary at flashcrowd and DDoS. Normal traffic rate 
feature in almost all datasets could be approximated by a 
lognormal distribution, while the DDoS and the rising traffic in 
flashcrowd tend to have extreme value distribution. Based on 
traffic delta features, normal traffic could be approximated by a 
generalized Pareto distribution while others tend not to be 
approached with a certain distribution because it had a 
dominant high extreme value. By sample autocorrelation of the 
package rate, appeared that normal traffic and flashcrowd still 
had the LRD behavior attribute. Each feature of KDDCup 1999 
showed different distribution for each type of traffic. Gaussian 
distribution may only suit for normal flow rate feature, but not 
in other types of traffic. Mahalanobis distance of each type of 
traffic also clearly not showed in normal Gaussian, but almost 
as exponential distribution. It lead to different approached to 
identify threshold value in mahalanobis distance based 
anomaly detection. 

Data distribution on any traffic features provide 
justification on the basis of the proposed analysis of traffic 
anomaly detection method. This information provide 

justification for future research, especially on threshold 
identification on each type of traffic. More complete features, 
longer empirical trace interval and more data will improve the 
statistical analysis. It seem that mahalanobis distance between 
types of traffic clearly separated and promising to differentiate 
types of attacks in our future work. 
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Abstract—Flashcrowd and Distributed Denial of Service (DDoS) 
almost has similar symptom across network and server. But   
security element such Intrusion Detection System (IDS) must 
handle both differently. If IDS cannot differentiate flashcrowd 
and DDoS attack, Quality of Service of legal user traffic in 
flashcrowd will degraded. So it is important for IDS to 
differentiate between flashcrowd and DDoS. Many earlier 
comparison method could sense the anomalous event, but not pay 
much attention to identify which flow was the anomaly. We 
presented residual calculation between windowed aggregate 
traffic statistical value combination. With residual calculation 
among statistical percentile 10th and mean, a high accuracy of 
flashcrowd and DDoS differentiation of synthetic anomalous 
event gained. This method could directly identify the anomalous 
flow and perform visual analysis to detect the start to end of both 
event.  

Keywords—flashcrowd, DDoS, anomaly detection, residual 

 

I. INTRODUCTION 
One type of anomaly is flashcrowd, a high rate traffic from 

increasing number of legal users. As the high rate traffic 
occurred, anomaly traffic detection in Intrusion Detection 
System (IDS) with conventional rate threshold often fail to 
identified flashcrowd as permitted traffic.  This will lead to 
false prevention action which will lead to Quality of Service 
(QoS) degradation. The intrusion detection must detect the 
anomaly and identified flashcrowd as permitted traffic as it 
came from legal users. 

DDoS has almost the same symptom as flashcrowd as 
sensed by a high rate traffic. But high rate traffic in DDoS was 
caused by illegitimate bots in botnet which send high packet 
rate traffic. IDS must let the legal traffic flow in flashcrowd to 
maintain high QoS in flashcrowd event, but IDS has to stop the 
attacking traffic in DDoS to maintain high QoS of legal users. 
Although has the same symptom, the anomaly detection 
method implemented in IDS must have capability to 
differentiate flashcrowd and DDoS attack. This will make IDS 
do right prevention action according to certain anomalous 
event.  

Distance and comparison method do comparison among 
elements, which need minimal two elements to be compared. 
In case of comparison, most study have done comparison 
among flows whether between two different flows or with 

same flow at different time lag. So the system need another 
condition to decide a condition. And from the comparison, 
some research could not decide which flow is the anomaly 
even could detect the anomalous event.  

We present residual statistic features combination to  
differentiate the anomaly traffic caused by flashcrowd and 
DDoS by its own aggregate traffic statistic accurately. The 
differentiation use aggregate traffic statistic as it provide faster 
traffic feature identification than flow level. Our method didn’t 
need any separation, combination or comparison of flows to 
identified anomaly and differentiate flashcrowd and DDoS. 
Based from empirical result, very different visual signature of 
flashcrowd and DDoS attack was detected. The flashcrowd 
signature visually seen from the decrease time serie of residual 
value. But the DDoS showed different signature as increasing 
residual time serie. As we applied threshold obtained from 
training phase, the anomalous DDoS event detected from the 
start of the event. 

 

II. RELATED WORK 
Flashcrowd and DDoS attack differentiation is a popular 

research lately. Based on our earlier report in [1], anomaly 
detection in flashcrowd and DDoS differentiation is a specific 
capability focus in anomaly detection research. Earlier research 
in this capability focus implement many method such as 
statistic, information theory, machine learning, etc.  

In similarity and distance concept, flashcrowd and DDoS 
attack differentiation need two elements to be compared. In [2], 
pair of upstream routers flow used to calculate probability 
metric using Bhattacharyya coefficient to distinguish 
flashcrowd and DDoS attack. Another similarity method to 
differentiate flashcrowd and DDoS is Pearson correlation for 
packet arrival pattern used in [3]. This research perfomed three 
scenario to differentiate normal to DDoS, which were 
similarity among packet rate in a flow and with different flow. 
In [4], comparison between two flows from different origin 
with the same destination was used to calculate similarity 
metric using proposed flow correlation coefficient to 
differentiate DDoS and flashcrowd. And flow correlation and 
information distance used in [5] to differentiated DDoS and 
flashcorwd in Local Area Network.  



 

 

Aggregate traffic analysis usually used for anomaly 
detection researches. There are several proposed features and 
methods to detect anomaly traffic. Statistical analysis widely 
used in anomaly detection research. There are statistical 
measurement such as traffic volume in each router interface for 
deviation analysis [6], aggregated traffic statistic for bivariate 
parametric detection and sequential probability ratio test [7], 
aggregated traffic for  statistical inference and α-stable model 
[8], and stream clustering aggregated traffic features for  non-
parametric analysis with t-test statistic [9].  

Most of the existing research which implement statistical 
analysis of aggregate traffic appear in intrusion detection 
context, but few in flashcrowd and DDoS differentiation.  This 
research used statistical measurement of windowed aggregate 
traffic to differentiate between flashcrowd and DDoS attack. 
With the used of statistical features, the system can directly 
detect the anomalous event in traffic with no need of another 
element to be compared. 

 

III. FRAMEWORK 
In this study, three datasets used for three types of traffic. 

CAIDA2014 normal dataset used for the representation of 
normal traffic. Worldcup 98 dataset used for normal traffic and 
flashcrowd representation. While Caida 2007 dataset used for 
the representing DDoS traffic. All datasets were divided into 
two parts for the training and testing phase to perform 
supervised learning. Training phase was used as based data to 
identify the signature of normal, flashcrowd and DDoS event. 
The next phase used to validate and identify similar pattern to 
the results of each type of traffic signature in the training 
phase.  

Input data gathered from packet counter in fixed size time 
bin t, as instantaneous packet rate in aggregate traffic (count / 
t). The t value must be greater than RTT; where RTT package 
usually for 0,5s in UMTS [10] and 182 ms average in web 
server [11]; which in this research used 1 s. The use of 
aggregate traffic features resulting quicker process than using 
traffic flow features. As a result, the system can be installed in 
a high intensity environment of network traffic, such as the 
backbone and edge network. 

A. Training Phase 
Each three types of input data filtered with three sigma rule 

to gain more grain data. The three sigma rule from normal 
traffic type also used as threshold for anomaly identification. 
Three sigma rule in statistics was to look for values that are 
around the mean (μ) of the data with a wide range of three 
standard deviations (σ). 3  (1) 

Landmark windowing utilized to get online temporal 
statistical value of traffic. Window size was associated with the 
identification of stationary traffic needs to obtain accurate 
statistical empirical value. Large window size has the 
possibility of a more robust statistical value, but has a bad 
impact for the online process in IDS. It’s because a large 
window size will make slower identification and respond to the 
attack. In this study, we used the window of 10 t, to measure 

the value of empirical statistics. The empirical statistics 
calculated in mean, variance, median, percentile 10th, and 
percentile 90th are used as traffic features for the anomaly 
detection. Earlier similar research in [12], use windowed traffic 
statistic to detect bottleneck in cellular UMTS traffic. 

In training step, normal traffic pattern gained by 
polynomial fit of each traffic features. Each polynomial 
parameter mined from polynomial equation of each feature 
from normal traffic training. Fitting was done using two-degree 
polynomial. Main feature x was obtain from the feature which 
provide highest information gain. ( )  (2) 

 

Algorithm Training 
Input Xt, Yt 
Output , , ( ) 
1. Windowing  
2. Statistical features 
3. Information gain 
4.  ( ) 
5. return  
6. Mean and standard deviation 
7. ( )  3  
8. return   
9. Polynomial fit on  
10. return ( )  
B. Testing Phase 

Residual analysis was done by combination of traffic 
features in features signature. Each traffic features in normal 
traffic performed statistical polynomial fitting to gain traffic 
signature. Residual is difference between data observation with 
variable value which become observation object [13]. Residual 
analysis was done by substracting x feature value with 
polynomial fitting output of x value to y polynomial parameter.  ( ) (3) 

 

Algorithm Testing 
Input Xt, Yt, , , ( ) 
Output alarm 
1. Windowing  
2. Statistical features 
3. Polynomial fitting of ( ) on ( ) 
4. return ( ) 
5. ( ) ( ) 
6. if   then 
7. return  alarm on 
8. else  
9. return alarm off 
10. end if 

 



 

 

From residual analysis, we applied three sigma rule as 
threshold to detect anomaly. The determination of limit 
threshold using the three sigma rule from mean and standard 

deviation in training phase. The threshold value from training 
phase then compared with the data residual testing.  

 
Figure 1. Traffic rate 

 
Figure 2. Percentile 10th to X scatter plot 

 

IV. DISCUSSION 
We plot the moving average of aggregate traffic rate from 

each dataset in figure 1, and found a different average baseline 
in normal dataset. As we used known dataset with different 
normal baseline, we decided to separate the analysis to two 
different scenario. First scenario for flashcrowd event detection 
from worldcup98 dataset, and later for DDoS detection from 
synthetic normal and DDoS DARPA dataset.  

Five traffic features obtained from windowing process. We 
implement mutual information to obtain most distinguishable 
feature to differentiate types of traffic. Percentile 10th was the 

highest information gain among all features, so the 
combination done based from percentile 10th feature (percentile 
10th  to X). Visual scatter of percentile 10th to X was depicted 
in figure 2. 

Table 1. Threshold 
Data Threshold 

Normal Training 
Worldcup ‘98 

-15.594444945876807 

Normal Training DARPA -4.539241933300755 
 



 

 

 From normal training dataset, we determined 
threshold values as in table 1, and polynomial equation of each 
normal dataset as in table 2. We found percentile 10th to mean 
feature as the most distinguishable features combination to 
detect anomalies. After have done polynomial fitting of mean 
to percentile 10th, we found residual time serie as depicted in 
figure 3.  

Table 2. Polynomial equation of percentile 10th 
Data Polynomial equation 

Training 
Worldcup’98 

3,66459026861813 x2 + 
0,985318861665699 x + 
17,8350333273617 

Training 
DARPA 

2,61920042913203 x2 + 
0,992377109465127 x + 
5,23295271425579 

 

 
Figure 3. Anomaly detection 

High rate flashcrowd traffic came from large normal 
activity users. Every user generate normal traffic rate, which 
has low average and high variability user packet per second. 
High variance rate traffic in flashcrowd mostly influenced by 
high variance of number of users in a time. This result in high 
variance of percentile 10th because few different in number of 
users had big impact for percentile 10th and percentile 90th 
value. So when combined with mean feature that grew to rise 
generate decreasing residual values. 

Furthermore DDoS traffic came from many bot; far fewer 
than the normal number of users at flashcrowd [14] ; with a 
high rate traffic generator. High rate traffic generator from 
every bot will deliver relatively constant package rate with a 
low variance. Resulting in percentile 10th and percentile 90th 
value which not had such a high variation as flashcrowd. This 
made the residual value increase from combination of 
relatively fixed mean feature and percentile 10th feature.  

Table 4. Detection result 
Data DR FPR 

Data Testing Worldcup 1998 Normal + 
Flashcrowd 

- 0% 

Data Testing DARPA Normal + Anomali 99.8% 0% 
 

Research result from testing phase, showed great result. 
The residual calculation can detect the syntetic DDoS attact as 
attact and still found flashcrowd as normal traffic.  In 
flashcrowd testing, the residual calculation showed decreasing 
result, which will not pass the upper threshold. As residual 
value not pass the upper threshold, the anomaly will not 
detected so the detection rate remain 0%.  But in synthetic 
attack testing, DDoS attack was detected as the residual value 
pass the upper threshold.  Detection rate reach 99,8% as 
residual value can detect 99,8% of the windowed DDos traffic, 
without miss classification (FPR 0%).  

High rate flashcrowd traffic come from large normal 
activity users. Every user generate normal traffic rate, which 
has low average and high variability user packet per second. 
High variance rate traffic in flashcrowd mostly influenced by 
high variance of number of users in a time. This will result in 
high variance of percentile 10th because few different in 
number of users will have big impact for percentile 10th and 
percentile 90th value. So when combined with mean feature that 
continues to rise will generate decreasing residual values. 

Furthermore DDoS traffic came from many bot; far fewer 
than the normal number of users at flashcrowd; with a high rate 
traffic generator. High rate traffic generator from every bot will 
deliver relatively constant package rate with a low variance. 
Resulting in percentile 10th and percentile 90th value which not 
have such a high variation as flashcrowd. This makes the 
residual value increase from combination of relatively fixed 
mean feature and percentile 10th feature.  

 

V. CONCLUSION 
Residual analysis can be used to detect anomalous traffic 

event. From empirical scenario, combination of percentile 10th 
and mean feature, provide high detection accuracy of 
flashcrowd and DDoS attack differentiation. From residual 
analysis, 99,8% of windowed DDoS traffic can be detected 
with zero false positive rate. Flashcrowd event still recognize 
as normal as the residual value not pass the upper threshold.  

We propose to extend this study to online detection, and 
with the used of another recognized dataset. Online detection 
shown very important as stream traffic will always enter the 
detection system, and has to be detected instantaneously. High 
accuracy of stream detection will provide highly beneficial to 
security system implementation.  
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Abstract – Complexity and flexibility are the main problems that
will  be faced in the world of the future network.  To be able to
answer  these  problems,  a  method  called  Software  Defined
Network  (SDN)  is  being  developed.  The  SDN  concept  is  to
separate  the  network's  controller  and  forwarding  plane  of  the
hardware. In this research, SDN component, white box switch was
built.  To  test  its  performance,  RTT  and  throughput  of  some
configuration  were  measured.  The  result  is  compared  to
conventional  switch,  which  is  Cisco  Catalyst  2950.  White  Box
Switch was created of a computer with 2.50 GHz processor and 32
GBytes  memory.  The  result  shows  that  performance  of  Cisco
Catalyst 2950 is superior to white box switch because of its ASIC
that allow it to forward data in hardware. Furthermore minimum
specification of white box switch can be calculated, that is 1.225
GHz  processor  and  1  GBytes  memory.  To  get  the  best
performance,  we  can  use  single-board  computer to  be  used as
white  box  switch.  Single-board  computer  contains  all  of  its
hardware in a single-board and it will give best performance of a
computer.

Keyword : Software Defined Networking (SDN), Open 
vSwitch (OVS), White Box Switch

I. Introduction

There  are  two  main  problems  encountered  in  the  world  of
network at this time, complexity and flexibility. Network must
be flexible in order to easily do changes to be able to keep pace
with technological developments. In addition, the network also
should not be too complex to be done in terms of cost savings.
To be able to answer these problems, a method called Software
Defined Network (SDN) is being developed.

SDN is an approach taken in the design and management of the
network  architecture.  The  simple  concept  is  to  separate  the
network's  controller  and  forwarding  plane  of  the  hardware.
Network settings is  done through software that  embedded in
SDN Controller. It will give orders to the switch / router that is
underneath in order to carry out the task according with to the
user. With this, flexibility of a network can be optimized and
complexity can be reduced.

Architecture  /  framework  SDN can  be  divided  into  3  parts,
namely  Northbound  (high  level  of  application),  SDN
Controller,  and  Southbound  (Low  level  Application).  White
box is a component of SDN switch located on the Southbound
and  serves  as  a  component  to  regulate  the  flow  of  data

according to SDN controller. Unlike conventional switch, white
box switch is just an empty switch ("blank" switch) that do not
have brains. To be able to work as it should be, the white-box
switch requires a virtual switch software that can be directly
embedded or deliberately planted. In  addition, the white box
switches also must take orders from SDN controller to be able
to work. That is the most fundamental difference between the
white box switches with conventional switches.

White box this switch and SDN are a perfect solution for the
problems  to  be  faced  in  the  future,  which  is  about  the
complexity and flexibility.  No wonder that the emergence of
white-box  this  switch  is  to  get  the  attention  of  many large
companies. Many companies are starting to take advantage to
offer  white  box switches.  From some above statement,  it  is
known that white box switch market is very high. But there is a
drawback,  the  price  which  can  not  be  exactly  cheap.  This
makes the 'low-budget' researchers have trouble if they want to
experiment with white box switches.

So in this research, we try to figure out how to build a white
box  switch  and  compare  it  performance  with  conventional
switch.

II. Related Theory

II.1 Software-Defined Networking

Figure II.1 Software-Defined Networking Architecture [1]

Software Defined Networking (SDN) is an emerging network
architecture  where  network  control  is  decoupled  from
forwarding  and  is  directly  programmable.  This  migration  of
control, formerly tightly bound in individual network devices,
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into  accessible  computing  devices  enables  the  underlying
infrastructure  to  be  abstracted  for  applications  and  network
services,  which can treat  the network as  a  logical  or virtual
entity. [1] 

Network  intelligence  is  (logically)  centralized  in  software-
based SDN controllers,  which maintain a global view of the
network. As a result, the network appears to the applications
and  policy  engines  as  a  single,  logical  switch.  With  SDN,
enterprises and carriers gain vendor-independent control over
the entire network from a single logical  point, which greatly
simplifies the network design and operation. SDN also greatly
simplifies the network devices themselves, since they no longer
need to understand and process thousands of protocol standards
but merely accept instructions from the SDN controllers [1]

Figure II.2 Comparison between Conventional Network and SDN
Network [2]

II.2. White Box Switch

White  box  switch  is  a  component  of  SDN  located  on  the
Southbound (infrastructure) layer and regulate the flow of data
in accordance with the command from SDN controller (control
layer). Unlike the conventional switch, white box switch is just
an empty switch ("blank" switch) that do not have brains like a
conventional switch. All of white box activity is been regulated
by SDN controller.

White  box  switches  rely  on  an  operating  system  (OS).
Common operating system for white box switch is Linux-based
because of the many open and free Linux tools available that
help administrators customize the devices to their needs.[3] To
become  a  switch,  white  box  switch  needs  a  virtual  switch
software  that  installed in  OS.  One of  popular  virtual  switch
software is Open vSwitch (OVS).

II.3. Open vSwitch (OVS)

Open vSwitch (OVS) is a production quality, multilayer virtual
switch licensed under the open source Apache 2.0 license.  It is
designed  to  enable  massive  network  automation  through
programmatic  extension,  while  still  supporting  standard
management  interfaces  and  protocols.  In  addition,  it  is
designed  to  support  distribution  across  multiple  physical
servers similar to VMware's vNetwork distributed vswitch or
Cisco's Nexus 1000V. [3]

OVS  is designed to be flexible, portable and to reside within a
hypervisor  or  management  domain,  to  provide  connectivity
between the virtual machines and the physical interfaces.

It  can  operate  as  a  basic  L2  switch  in  a  standalone
configuration, supporting VLAN, SPAN, RSPAN, ACL, QoS
policies, port bonding, trunking, GRE and IPsec, tunneling, and
per-VM  traffic  policing.  Flow  visibility  with  NetFlow  and
sFlow  is  also  provided.  To  support  integration  into  virtual
environments,  OVS  exports  interfaces  for  manipulating  the
forwarding state and managing configuration state at run-time,
allowing the specification on how packets are handled based on
their L2, L3, and L4 headers.[4]

III. Application Design and Implementation

III.1  White Box Switch  Implementation
White  Box  Switch  is  created  using  a  computer  with
specification of CPU Intel 2.56 GHz, Memory 32 GB, and has
3 ethernet ports. The operating system used is Fedora 20 and in
it  was  installed  applications  Open  vSwitch  (OVS)  2.3.1  to
create a virtual switch so that the computer can function as a
switch.

To make a virtual switch using OVS, we just have to create a
virtual bridge and assign computer ethernet port attached to the
virtual  bridge.  All  of  thing above can  be  doone using OVS
command.

ovs-vsctl add-br mybridge

ovs-vsctl add-port mybridge em1
set interface em1 type=internal

ovs-vsctl add-port mybridge em2
set interface em2 type=internal

ovs-vsctl add-port mybridge p2p1
set interface p2p1 type=internal

Command above will create a virtual bridge named  mybridge
and assign port em1, em2, and p2p1 attached to mybridge. To
ensure  that  your  virual  bridge  actually created,  you  can  use
command    ovs-vsctl show     to check your virtual bridge.

http://www.apache.org/licenses/LICENSE-2.0.html
https://www.sdxcentral.com/nfv-sdn-companies-directory/linux-foundation/


Figure III.1  Screenshot virtual bridge on OVS

III.2  Test Method

To  test  the  performance  of  the  white  box  switch,  we  will
measure  Round Trip Time (RTT) and throughput (bandwidth)
of the white box switch in a network configuration 

III.2.1 RTT

Round Trip Time or commonly abbreviated to RTT is the time
taken by a pulse signal or a packet of data to travel from point
of origin to destination and back again. In the context of the
final project iini, place of origin is a client computer while the
destination  is  a  computer  server.  The  client  computer  will
initiate a data packet which is then transmitted to the server
computer. After receiving the data packet, the server computer
will  send  back  the  package.  So  the  time  required  for  data
packets back to the client computer can be calculated and the
time called RTT.
RTT is measured using ping command. It performed by client
computer and server computer as destination. We use custom
setting on ping command to measure RTT. The command is as
shown below.

Ping 192.168.1.10 -c 1000 -i 0.002 -s 1000

-c is command to cchange amount of packet send
-i is the interval between packet send (s)
-s is command to change the packet size

III.2.2 Throughput

In the context of data communication, throughput is the speed
of delivery packages that make it through the communication
channel. Or it can be said that the throughput is the amount of
data that is sent from one place to another within a certain time
interval.  Throughput  is  usually  measured  in  bits/second,
Kbits/second,  Mbit/second.  In  this  research,  we  measure

throughput using benchmark tool IPERF. Using client – server
configuration, wa measure the throughput of the switch.

After measure RTT and throughput from the white box switch,
then we measure RTT and troughput from conventional switch
cisco catalyst 2950 with the same configuration as white box
switch.  The  result  will  be  compared  to  see  how  good
performance of white box switch.

Throughput is measured using benchmark tool IPERF. Client-
Server  connection  is  needed  to  perform  this  measurement.
Commad for the client side is

# iperf -s  -u

and for the client side is

# iperf -c 192.168.1.20 -u -b 1000m -l 100 

-s is command to declare PC to be a server
-c is command to declare PC to be a client
-u is command test using UDP
-b is command to change bandwidth used for measurement
-l is command to change the payload size

III.3  White Box Switch Testing

We consider that will be two testing methods to evaluate white
box switch performance. First method is to compare RTT and
throughput  from  white  box  switch  and  conventional  Cisco
switch.  Then  the  second  method  is  compare  RTT  and
throughput from one white box switch with more than 1 virtual
bridge  in  white  box  switch.  In  these  test,  we  distribute
configuration  with  two  PC  as  a  client  and  a  server  which
connected via white box switch or conventional cisco switch.

III.3.1 Comparison white box switch and conventional 
cisco switch catalyst 2950

The  network  configuration  which  white  box  switch
implemented is like in figure III.2. There are 2 PC, a server (IP
address  192.168.1.10  /  24  )  and  a  client  (IP  address
192.168.1.20 / 24) that connected via white box switch with
one virtual bridge.

To see the performance, RTT and throughput will be measure
in each configuration. The result of this test will be compared
so we can find out how good the performance of white box
switch in forwarding data.

Figure III.2  Configuration using white nox switch

OVS command used to build a white box switch with above 



configuration is as follows.

ovs-vsctl add-br mybridge

ovs-vsctl add-port mybridge em1
set interface em1 type=internal

ovs-vsctl add-port mybridge em2
set interface em2 type=internal

Command above is to create virtual  bridge named mybridge
and assign to port em1 and em2 attached to mybridge. Then
using  Ethernet  cable  to  connect  ethernet  port  between
client/server computer to port in mybridge.

Figure III.3  Configuration using cisco catalyst 2950

Figure III.3 is the configuration to measure performance cisco
catalyst  2950.  The  configuration  is  the  same  aswhite  box
switch configuration, just replace white box switch with cisco
catalyst 2950. Because it is actually a switch, we do not need
any command for configure the switch.

III.3.2 Specification white box switch performance

OVS can create more than one virtual bridge in a system. But
maximal total amount of virtual bridge is five. It  means that
maximal hop that can be managed by OVS is not more than
five. This testbeds consist of four configuration with increased
virtual bridge on white box switch.

Goal of this test is to find out whether specification of white
box switch may effect performance of white box switch. To see
the performance, RTT and throughput will be measure in each
configuration.  And  during  the  process  of  measuring
throughput, CPU usage of white box switch will be measure
too.  With  this,  performance  of  white  box  switch  can  be
observed.

Figure III.4  White box switch with two virtual bridges

To connect two virtual bridges, we can use patch ports. OVS

command  used  to  build  a  white  box  switch  with  above
configuration is as follows.

ovs-vsctl add-br mybridge

ovs-vsctl add-port mybridge em1
set interface em1 type=internal

ovs-vsctl add-port mybridge em2
set interface em2 type=internal

ovs-vsctl add-port mybridge patch1-2
ovs-vsctl set interface patch1-2 type=patch
ovs-vsctl set interface patch1-2 options:peer=patch2-1

ovs-vsctl add-port mybridge patch2-1
ovs-vsctl set interface patch2-1 type=patch
ovs-vsctl set interface patch2-1 options:peer=patch1-2

Patch  port  is  feature  provided  by  OVS  for  connecting  two
bridge. Patch port use a virtual port that we can create in OVS
environment.  To connect two bridges,  we have to repeat  the
command twice, once for the first bridge (specifying the patch
port on the 2nd bridge as the peer), and again for the second
bridge (specifying the patch port on the 1st bridge as the peer).
So, the two patch interfaces must have reversed name and peer
values. [5]

For the other  configuration,  OVS command would be same.
We can just add the patch port corresponding with how much
switch we have. The other configuration are as shown below.

Figure III.5  White box switch with three virtual bridges

Figure III.6  White box switch with four virtual bridges



Figure III.7  White box switch with five virtual bridges

IV. Result and Performace Analysis

IV. 1 Comparison betweenWhite Box Switch 
and Cisco Catalyst 2950

IV.1.1 RTT

The result of the RTT test is as shown in figure IV.1 and table
IV.1

Table IV.1  RTT Comparison

Figure IV.1  RTT Comparison

We varied the packet size from 100 to 60000 bytes to see the
performance of  both  switch.  As  can  be  observed,  the  Cisco
Catalyst  2950  showing  better  performance  than  white  box
switch for all packet sizes. The different is less than 0.2 ms in
small packet sizes but it's getting bigger in the bigger packet
sizes.

IV.1.2 Throughput
The result of the Throughput test is as shown in figure IV.2 and
table IV.2

Table IV.2  Throughput Comparison

Figure IV.2  Throughput Comparison

We varied the payload size from 100 to 51200 bytes to see the
performance of both switch. As can be observed from the table
IV.2 and figure IV.2, white box switch and Cisco Catalyst 2950
almost showed the same result on the throughput performance.
Both of  switch  also have  a similar  behavior  for  all  payload
sizes. But,  rable IV.2 show that Cisco Catalyst 2950 still has
better  performance than white box switch although no more
than 12 Mbit/second. In the end, the maximum throughput that
can be reach by both switch is almost the same, it is around 960
Mbits/second..

IV.2.3 Analysis
From the above result, both RTT and throughput shown that
Cisco Catalyst 2950 is more superior than white box switch.

White Box Switch Cisco Catalyst 2950
Average (ms) Deviation (ms) Average (ms) Deviation (ms)

0.1 0.45 0.064 0.287 0.029
1 0.465 0.064 0.332 0.023
5 0.628 0.082 0.399 0.078
10 0.815 0.095 0.421 0.056
15 0.884 0.086 0.512 0.036
20 0.962 0.067 0.542 0.039
25 1.077 0.099 0.685 0.06
30 1.168 0.103 0.789 0.071
35 1.273 0.05 0.879 0.052
40 1.308 0.066 0.924 0.061
45 1.409 0.076 1.04 0.067
50 1.524 0.075 1.17 0.078
55 1.614 0.088 1.224 0.07
60 1.688 0.09 1.288 0.071

Packet Size
(Kbytes)

0.1 1 5 10 15 20 25 30 35 40 45 50 55 60

0

0.5

1

1.5

2

2.5

3

3.5

Round Trip Time
White Box Switch vs Cisco Catalyst 2950

Cisco Catalyst 2950
White Box Switch

Packet Size (KBytes)

T
im

e
 (

m
s

)

White Box Switch Cisco Catalyst 2950

Lost Total Lost Total
Paket Loss (%)
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1500 785 0.056 2387 654027 0.36 786 0.017 2627 655008 0.4
2000 887 0.03 3088 554515 0.56 895 0.028 2470 559218 0.44
2500 946 0.038 1483 472990 0.31 944 0.043 1852 472121 0.39
3000 891 0.035 1066 371156 0.45 907 0.029 1576 377759 0.42
3100 903 0.036 1724 363994 0.47 912 0.034 1395 367706 0.38
3200 908 0.039 1637 354590 0.4 920 0.033 1599 359195 0.45
6400 954 0.072 833 186232 0.45 952 0.073 789 185881 0.42
12800 960 0.073 294 92771 0.42 960 0.152 371 93713 0.4
25600 960 0.178 168 46880 0.36 960 0.208 189 46893 0.4
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This means that the performance of software-based switch is
still  can  not  match  to  the  performance  of  hardware-based
switch. Easily, it can be said that OVS is a software, and to be
running  properly,  OVS  need  a  computer  with  memory  and
processor.. Software-switching forward the packets using help
by main CPU.
It  is  another case for Cisco Catalyst  2950 which have ASIC
(Application Specific  Integrated Circuits)  that allow them to
forward  packets  in  hardware.  ASIC  will  makes  forwarding
packets faster than software-switched. It is because with ASIC,
forwarding packets will just be handled by PFC Card, and it's
not the general purpose processors such as the main CPU. So,
software-switched  have  to  reach  main  CPU  to  be  able  to
forward packets  while hardware-switched have not.

IV.2 Performance of White Box Switch

IV.2.1 RTT

Figure IV.3  RTT of White Box switch's Variationts

As shown in figure IV.3, all of white boxx switch almost have
same result for all packet sizes. And beside that, all of them
have  a similar behavior for all payload sizes. In the end, it can
be said that adding a virtual switch on a white box switch will
not decrease the white box switch performance.

IV.2.2 Throughput

Figure IV.4  Throughput of  White Box switch's Variationts

As shown in figure IV.4, all of white boxx switch almost have
same throughput result for all packet sizes. And beside that, all
of them have  a similar behavior for all payload sizes. In the
end, it can be said that adding a virtual switch on a white box
switch will not decrease the white box switch throughput.

IV.2.3 Analysis

The result of this test is really interesting because it fit with the
initial  hypothesis but the result  is  unexpected.  It  is  expected
that with the increase of virtual bridges, performance of white
box switch (RTT and throughput)  will  decrease but it  is  not
happened. The performance is steady although we increase the
number of virtual  bridges until five. This is only means that
specification of white box switch is still above the minimum
requirements of OVS to be able to work optimally. To prove
that statement, we measure the CPU and Memory Usage when
white box switch work optimally to measure the throughput at
the maximum payload size. It is shown in the table IV.3 below.

Table IV.3  CPU & Memory Usage of White Box Switch 

The  white box switch have processor with specification  Intel
® Xeon ® CPU E5-2609 v2 @ 2.50GHz and Memory 32 GB.
As we can see above, the specification needed to run maximum
virtual  bridge  is  still  below  the  specification  of  white  box
switch. This makes the white box switch can work optimally
without decrease the performance of switching. Based on the
data in table IV.3 too, we can  croughly calculate the minimum
specification of white box switch to be able to work optimally.
For the processor, let's make it used 49% of total clock. So we
basically we can calculate

49% x 2.50GHz = 1.225GHz

For the memory let's make it used 1GB (rounding off value).
So the minimum specification of the white box switch to be
able to work optimally as a switch processor with minimum
clock rate 1.224 GHz and minimum RAM 1 GBytes. We don't
running  other  software  application,  so  that  specification  is
actually running the OS (Fedora 20) and OVS.
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V. Conclusion

The conclusions that can be drawn from this research are as
follows.

1. Forwarding data performance of white box switch is 
still inferior to Cisco Catalyst 2950. This is because  
Cisco switch using ASIC  that allow them to forward 
packets in hardware (hardware-switched) while white 
box switch based on (software-switched)

2. Based  on  this  research,  the  recommendation   
specifications of white  box  switch  are  1.225  GHz  
clock rate processor and 1 Gbytes memory.  Another  
hardware specification can be customized based on  
needs.
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Abstract—In this paper, we present a mathematical analysis on 

the performance of uniformly distributed and non-uniformly 

distributed backoff timer based on binomial algorithm for 

contention window. We evaluates these protocols under 

mathematical modelling in order to analyze the average 

throughput, end-to-end delay and collision probability 

performance by using different value of hop distance during data 

transmission process by varying number of nodes from 50 to 300 

vehicles. The simulation results show that binomial distribution 

outperforms the conventional uniform distribution in terms of 

throughput, delay and collision probability in all scenarios. We 

also can observed that by using longer hop distance, the better 

performances have been achieved in both distributions, 

particularly by using binomial distribution. Thus we can say that 

the binomial probability distribution that is specifically designed 

to replace the conventional uniform probability distribution in 

order to differentiate the selection probability during the backoff 

process of selecting the transmission slot can be implemented in 

MAC protocol for vehicular network. 

Keywords—Uniform and non-uniformly distibuted backoff 

timer, binomial algorithm, MAC protocol 

I.  INTRODUCTION 

 The MAC protocol for vehicular network is known as 
Distributed Coordination Function or DCF, which the standard 
is based on CSMA/CA. The DCF should be implemented in all 
stations, where it is used in ad-hoc and infrastructure network 
configurations [1]. As in Figure 1, for a node to do the 
transmitting process, it shall sense the medium to be idle. If the 
medium is idle, then transmission process can be continued [2]. 
The CSMA/CA distributed algorithm will command an interval 
of minimum specified time that exist between transmissible 
frame sequences. A transmitting station must make sure that the 
medium is idle for this required duration before attempt to do the 
transmitting process. If the medium is busy, then that station 
shall defer until the end of the current transmission, in which the 
medium is sensed idle for a DIFS (Distributed Inter Frame 
Space) period. After defer, or before attempting to resend after a 
successful transmission, the station will choose a random 
backoff interval and would decrease the backoff interval counter 
while the medium is idle. 
     At the beginning process of backoff procedure in which a 

collision happen, a station will chooses its backoff stage to 0 

and arms the backoff timer by executing a uniformly distributed 

random time backoff from the initial contention window which 

representing the number of minimum contention window size. 

If the medium is idle, the backoff timer will be decremented. 

Otherwise, the process will be frozen when there is a medium 

activity. The decrementing process of backoff timer is resume 

if the medium is sensed idle again for a DIFS time. Here, the 

station will transmits its frame only if the backoff timer reaches 

zero. Let say the transmitted frame has not received any ACK 

frame, a collision is detected and the station will retries to 

transmit the frame by switching to the next backoff stage where 

the contention window size will be doubled [3].  

 
Fig. 1. Basic access method of DCF 

      

     After the maximum backoff stage, the transmission attempts 

will no longer affect the contention window, in which this latter 

remains constant value with the maximum number of 

contention window. If a maximum number of retransmissions 

is reached, the frame will be dropped. During the backoff 

procedure, when an ACK frame is received, the station will 

resets the contention window at its initial backoff range, so that 

the backoff procedure shall be invoked for a node to transmit 

the next frame. This process is done after it reached the 

maximum backoff stage too, no matter the transmission is 

successful or not. Noted that, a Short InterFrame Space (SIFS) 

time is used for ACK frames. If a DATA frame is correctly 

received, the receiver station will wait for a SIFS time before 

transmitting the ACK frame. If the ACK frame is not received 

within an ACK timeout interval, it is assumed that a collision 

has been occurred. 

     Nevertheless, the main characteristics in vehicular network 

where nodes are typically move on a road with higher mobility 

and frequent network topology change dynamically than those 

in other ad-hoc network scenarios lead to several challenges in 

network design, especially on MAC layer [4]. Aiming to 

improve the MAC performance, we propose a mathematical 

analysis by implementing a non-uniformly distributed backoff 

timer based on binomial distribution for contention window, so 

that we can increase the performance of throughput while 

reduce the delay and collision probability. 



II. RELATED WORKS 

 The usual method of avoiding collision is to adjust a 
contention window size to the current number of competing 
nodes. From previous studies, there a several methods of tuning 
a number of contention slots in terms of varying workload of the 
network that have been proposed and successfully used, where 
most of them focused on contention window extension after a 
collision and a contention window size reduce in case of a 
successful packet transmission. As in [5], they proposed the 
MAC layer of Tiny Operating System which called as B-MAC. 
It is a type of fixed-window CSMA protocol where it selects 
contention slots uniformly at random. B-MAC is designed based 
on a fixed size of contention window because of the reasonably 
well performance that has been sustained in an actual 
environment. On the contrary, there is a limitation in the network 
scalability where it has low intermittently in a high-load state. 
While in Multiple Access with Collision Avoidance for Wireless 
(MACAW), the researchers exploits the Binary Exponential 
Backoff method by not sharing the channel state information 
since it does not make use of carrier sense [6]. By using this 
protocol, it will restarts contention for the upcoming 
transmission because of the contention window size has been 
initialized to the minimum number only if the previous node 
succeeds in transmitting a packet. Nevertheless, an overhead is 
suffered when the medium is accessed, since the nodes 
competing to access the medium are centered in a certain 
interval and the contention window size changes substantially. 
Thus MACAW resolves this limitation by using a learning 
method that does not newly reset the contention window size, 
instead decreases the contention window size that has been used 
in the previous contention as a size for the next contention, only 
after a packet is successfully transmitted. 
 In 802.11 specification, it resolves the fairness problem of 
service by using a memory technique [7,8]. As in conventional 
procedure, a node that participates in a contention mode, in 
which one of the slots in the contention window is randomly 
picked by implementing a uniform probability distribution, will 
cause the value of selected slot is set in a countdown backoff 
timer. The countdown backoff timer is stopped when node 
sensed that the medium is busy, and it will resumes countdown 
when the medium is idle. Let say the number of countdown timer 
becomes 0, the corresponding node starts to transmit. When the 
transmission process is completed, the contention window size 
is initialized to the predetermined minimum value. 
Consequently, the bandwidth will dissipates since the node 
always requires to determine a sufficient contention window 
size. In order to solve such a limitation, a Differential Probability 
of Selection MAC (DPSMAC) protocol has been proposed [9]. 
It exploits the fixed contention window size and random slot 
selection method with non-uniform probability by implementing 
a geometric distribution function. In their analysis, this protocol 
has minimizes the collisions between nodes, reduces the delay 
time, and maintains the fairness of service relatively and 
constantly, although the simplicity of the protocols structure as 
compared to conventional 802.11 MAC protocols. As for the 
limitation, this protocol has some difficulty of reconfiguring the 
protocols after execution, thus lacking in flexibility.  
 The alternative technique proposed recently consists in 
introducing a non-uniform distribution using geometric 
probability of choosing slots, such as in Dynamical Adjustment 

on Contention Window (DACW) that specially designed for 
vehicular ad hoc networks by considering vehicle’s travel 
information such as location, speed and direction [10]. From 
their analysis, we can see that this protocol has decreases the 
possibility of continuous collisions among the competing nodes, 
together with increases the average throughput for either 
symmetrically or asymmetrically bidirectional traffic condition. 
However, compared to the conventional Enhanced Distributed 
Channel Access (EDCA) mechanism, it can be concluded that 
the effectiveness of this protocol only works in bidirectional 
highway scenario. 
 In a nutshell, we can conclude that size of contention 
window is the major factor affecting the MAC performance in 
vehicular network. Thus in this research, we propose a modified 
backoff algorithm that can decrease the possibility of continuous 
collisions among the competing vehicles by generating a non-
uniformly distributed backoff timer based on binomial 
distribution.  
 

III. THE MODIFICATION OF MAC PROTOCOL 

Our proposed protocol is based on a non-uniform probability 
distribution, where the selection of transmission slot differs most 
notable from that in conventional CSMA based wireless MAC 
protocols, so that it can reduces the overlapped selection rate of 
a slot by essentially choosing a slot according to the 
differentiated probability. As in Figure 2, if a random slot 
succeeds in transmitting in the contention window used for 
backoff, slots in the remaining locations can be selected for the 
next process, except for the slot that has been used before. In 
other words, the probability distribution function must be 
designed such that those remaining slots that are located except 
the slot that has successfully transmitted can be deliberately 
chose. The probability distribution function of such a property 
can be derived by multiplying the probability with which 
remaining slots can be selected by that with which succeeding 
slots can be selected based on a random slot for all slots.  

 

 

Fig. 2. Probability of selecting a slot in order to reduce the contention between 

nodes 

 
Looking towards at the designation of probability 

distribution function, it shows that the best performance can be 
determined if the first slot is selected when no other contention 
happens in the current contention window, which is at 𝑖= 1. If 
there is a collision again, it might be better to choose the earlier 
slot again even though the first slot has already been selected 
before. So, the slot is selected in order to transmit data without a 



collision for the minimum delay time. In order to sustain such an 
optimum selection method, if the probability distribution 
function is derived using the probability with which the 
remaining slots can be selected, it could be said that the 
probability (𝑖) with which each node chooses the ith slot within 
the range of the contention window follows a binomial 
distribution with a parameter p, thus the probability mass 
function can be given as follows: 

 

𝑓(𝑥: 𝑝, 𝑛) = (𝑛
𝑥

)𝑝𝑥(1 − 𝑝)𝑛−𝑥                   (1) 

where n is number of trial, x is number of success in n trial and 

p is probability of success in single trial [11]. 

IV. MATHEMATICAL ANALYSIS 

     By implementing binomial distribution function, we have 

𝑃𝑖 = (1 − 𝑝)𝑛 as probability that the slot is in idle state, 𝑃𝑠 =
(𝑛𝑝)(1 − 𝑝)𝑛−1 as the probability that a transmission occurring 

on the channel is successful, and 𝑃𝑐 = 1 − [(1 − 𝑝 + 𝑛𝑝)(1 −
𝑝)𝑛−1] as the probability of collision transmission. The 

transmission probability, p can be calculated with minimum 

value of contention window as 𝑝 =
2

𝐶𝑊𝑚𝑖𝑛+1
. From Pi, Ps and 

Pc, the expected value of collision number before a successful 

transmission can be determined as: 

 

𝐸(𝑁𝑐) =
𝑃𝑐

𝑃𝑠
                                       (2) 

Thus it becomes: 

 

𝐸(𝑁𝑐) =
1−((1−𝑝+(𝛼.𝑑)𝑝)(1−𝑝)(𝛼.𝑑)−1)

(𝛼.𝑑)𝑝(1−𝑝)(𝛼.𝑑)−1                   (3) 

                                  

If there is a collision of transmission, the time taken will 

consists the message transmission time and DIFS time. So, the 

total collision time before a successful transmission can be 

obtained as: 
 

𝑇𝑐𝑜𝑙 = 𝜎.
1−(1−𝑝+(𝛼.𝑑.𝑝))(1−𝑝)(𝛼.𝑑)−1)

(𝛼.𝑑.𝑝)(1−𝑝)(𝛼.𝑑)−1            (4)                         

 

If the collision is happen between 2 idle periods, the expected 

number of idle period will be: 

 

𝐸(𝑁𝑖) =
(1−𝑝+(𝛼.𝑑)𝑝)(1−𝑝)(𝛼.𝑑)−1)

(𝛼.𝑑)𝑝(1−𝑝)(𝛼.𝑑)−1             (5)                                                                        

 

The number of time slots in each idle period is obtained by 𝑝 

and contending vehicle number, which is 𝛼𝑑. The expected 

value of this situation will be: 

 

𝐸(𝑇𝑖) = 𝜎[1 − (1 − 𝑝(𝛼.𝑑)] ∑ 𝑖. (1 − 𝑝)(𝛼.𝑑)𝑖∞
𝑖=0    (6) 

 

Then it becomes: 

  𝐸(𝑇𝑖) =
𝜎.(1−𝑝)(𝛼.𝑑)

1−(1−𝑝)(𝛼.𝑑)                          (7)                                                    

Next, the total collision time before a successful transmission 

occur can be obtained as: 

 

𝑇𝑖𝑑𝑙𝑒 =
(1−𝑝+(𝛼.𝑑.𝑝))(1−𝑝)(𝛼.𝑑)−1)

(𝛼.𝑑.𝑝)(1−𝑝)(𝛼.𝑑)−1 .
𝜎.(1−𝑝)(𝛼.𝑑)

1−(1−𝑝)(𝛼.𝑑)       (8)                                      

 

While the equation for a successful transmission time will be: 

 

𝑇𝑡𝑟𝑎𝑛𝑠 = 𝜎𝑚 + 𝜎𝐷                         (9) 

            

Since single hop transmission supposed to consist the 

summation of collision time, idle time and successful 

transmission time, then the equation will be: 

 

𝑇ℎ𝑜𝑝 = 𝑇𝑐𝑜𝑙 + 𝑇𝑖𝑑𝑙𝑒 + 𝑇𝑡𝑟𝑎𝑛𝑠                (10) 

                      

From source to destination, the end-to-end multi hop flow is 

resulting due to 𝐿/𝑑 relay hops [12]. So, end-to-end delay can 

be determined as: 

 

Delay =(
𝐿

𝑑
) × 𝑇ℎ𝑜𝑝                 (11) 

                                                           

While the average throughput [13] can be expressed as 

 

Throughput = 
𝑃𝑠×𝑝𝑎𝑦𝑙𝑜𝑎𝑑

[𝑃𝑖×𝑡𝑠𝑙𝑜𝑡] + [𝑃𝑠×𝑡𝑠𝑢𝑐𝑐𝑒𝑠𝑠] + [𝑃𝑐×𝑡𝑐𝑜𝑙]
 (12) 

                                       

V. RESULT AND ANALYSIS 

     We validate our analysis using MathCad Prime 3.0 

Software. We choose 1 km road segment that composed of 4 

lanes. We set the message size, 𝑚 of 1000 Bytes with 1 Mbps 

of wireless transmission rate which corresponds to the 

transmission time of 32 time slots. As shown in Table 1, we 

presented the road traffic parameters and MAC protocol 

settings. Noted that the vehicle densities are set as 50, 100, 150, 

200, 250 and 300 vel/km/lane, thus the corresponding values of 

vehicle density 𝛼 are 0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 vel/m, 

respectively. We also vary the hop distance d at 50, 75 and 100 

m in order to see the differences of using different value of hop 

distance during data transmission process.   

 
TABLE 1.  Simulation parameter 

Parameter and setting Value 

Vehicle density, 𝛼 50, 100, 150, 200, 250, 300 vel/km/lane 

Road length, L 1000 m 

Number of lanes 4 

Time slot, 𝜎 20μs 

DIFS time, 𝜎D 50μs 

Message transmission time, 𝜎m 8ms 

Hop distance, d 50, 75, 100 m 

Message size 1000 bytes 

Wireless transmission rate, r 1 Mbps 

CWmin 31 slots 

CWmax 1023 slots 

Payload 8184 bits 

 



     We determine the throughput for uniform and binomial 

distribution for hop distance of 50 m while the number of nodes 

is set at 50, 100, 150, 200, 250 and 300 vehicles. As in Figure 

3, we can see that when the number of vehicles increases in all 

scenario, in which the hop distance is vary from 50, 75 and 100 

m, the throughput reduces. We can conclude that, a protocol 

that using binomial distribution achieve better result than 

uniform distribution. Noted that from the calculation using our 

mathematical analysis, the uniform distribution has higher 

collision probability than binomial distribution due to inability 

of the nodes to select its own backoff integer. Thus the 

throughput using uniform distribution for each node will be 

lower. We also can conclude that the time required for backoff 

procedure is comparatively increase because of the slot selected 

in the contention window is relatively located toward the rear 

side. In a multi-hop ad hoc network, if all flows select to use 

short hop distances to transmit the packets, it will cause more 

channel contention. This is because the node does not adjust its 

transmission power down when transmitting to its close 

neighbors. The reasons why short hop routing is not beneficial 

as it seems to be is because of short hop transmission does not 

help spectrum reuse and achieves less bit-distance compare to 

long hop transmission. On the contrary, if all flows select to use 

long hop transmission, then it will cause more hidden node 

interference. This argument indicates that there exists an 

optimal transmission range for maximizing throughput [15]. In 

a nutshell, it can be concluded that better throughput should be 

achieved with longer hop distance [16, 17]. 
 

 

Fig. 3: Throughput with different number of vehicles using hop distance of 50, 
75 and 100m 

     As in Figure 4, we change the hop distance 𝑑 from 50, 75 

and 100 m and investigate the delay for uniform and binomial 

distribution for the number of vehicles at 50, 100, 150, 200, 250 

and 300 vehicles. We can conclude in all scenarios, a protocol 

that using binomial distribution achieve slightly better result 

than uniform distribution, in which for a hop distance for 50m, 

75m and 100m, the difference between both distributions is 

only 0.67%, 2.06% and 6.41%, respectively. From our 

developed mathematical model for end-to-end delay analysis, 

we can say that the delay is sensitive to the vehicle density. We 

can see that in a situation where the vehicle density is large, for 

an instance at 300 vehicles, the delay always increases with 

decreasing range of hop distance. This is because, when the 

contention is high, the data dissemination will be decelerated, 

thus resulting in high message collision ratio and long 

contention delay [13].  
 

 

Fig. 4: Delay with different number of vehicles using hop distance of 50, 75 
and 100m 

     

     From Figure 5, we can infer that when the number of 

vehicles are increase from 50, 100, 150, 200, 250 and 300, the 

collision probability will also increase. Noticeably the collision 

probability will always grow up with the increasing in number 

of data flows. In all scenario where the hop distance being 

changed from 50, 75 and 100 m, we can see that the collision 

probability of binomial distribution is less than uniform 

distribution. This is because, nodes can select their backoff 

integer in order to avoid on choosing the same backoff integer 

as the other nodes do. It means, each node has enter different 

channels in order to reduce the possibility of collision. In a 
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nutshell, we can say that in a situation where the vehicle density 

is large, the collision probability will always increases, as well 

as the shorter range of hop distance. 
 

 

Fig. 5: Collision probability with different number of vehicles using hop 
distance of 50, 75 and 100m 

 

VI. RESULT AND ANALYSIS 

     This paper presented the analysis of two different distribution 
which is uniform distribution and non-uniformly distributed 
backoff timer based on binomial algorithm for contention 
window. We determine the throughput, delay and collision 
probability for uniform and binomial distribution for different 
hop distance of 50 m, 75 m and 100 m in order to see the 
differences of using different value of hop distance during data 
transmission process, while the number of nodes are set at 50, 
100, 150, 200, 250 and 300 vehicles. In a nutshell, the simulation 
results show that binomial distribution outperforms the 
conventional uniform distribution in terms of throughput, delay 
and collision probability in all scenarios. We can observed that 
by using longer hop distance, the better performance of 
throughput, delay and collision probability have been achieved 
in both distributions, especially by using binomial distribution. 
Thus we can say that the binomial probability distribution that is 
specifically designed to replace the conventional uniform 
probability distribution in order to differentiate the selection 

probability during the backoff process of selecting the 
transmission slot can be implemented in the future. For future 
work, we will evaluate and study more on the behaviour of 
binomial backoff algorithm, in addition we can test the protocol 
performance with real large scale of test bed experiment using 
NS-2.  
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Abstract— The existence of intrusion detection systems in 
computer network as a part of network security tool is very 
important, with this tool a computer system can detect the 
intrusion action before it makes more damage. Traditional 
intrusion detection system using the rule that created by expert 
for detecting the intrusion, but because of the increasing of 
internet activity the data to be analyzed in order to establish that 
rules become large and create the possibility the new intrusion 
technique cannot detect. Using data mining techniques to find 
intrusion pattern from network packet data was success to detect 
intrusion in offline environment, but the effective intrusion 
detection system must able to detect the intrusion in online 
environment. Therefore needed a method that can be used to 
perform online processing of network packets data. This paper 
discusses the data processing network packets to establish the 
connection records are complete or incomplete in an effort to 
enabling the intrusion detection system detecting the intrusion 
online and based on the test result this method was success to 
detect the intrusion in online environment. 

Keywords—intrusion detection; network-packet data 
processing; online processing 

I.  INTRODUCTION (HEADING 1) 
Intrusion detection system is a system used to detect the 

attack or intrusion on a network or computer system. 
Generally, intrusion detection can be done by matching the 
pattern or network traffic with the known attack patterns 
(misuse), or by looking for abnormal traffic patterns (anomaly). 
To determine the patterns is intrusion or normal activity 
patterns requires intuition and experience from an expert to 
make rules in accordance with an intrusion. This causes the 
intrusion detection system has limitations to detect new types 
of attacks [1].  

The increase of internet activity and attacks against 
computer systems make the volume of network packets data 
that must be analyzed become large, this causes new problems 
for analysts [2]. Applying data mining for finding intrusion or 
normal activity patterns can be the solution for the problem in 
processing large volume data. Data mining has the ability to 
process large amounts of data and by using data mining can 
help to integrate both of intrusion detection techniques. [3]. 

Many research has been done and promoting the intrusion 
detection technique using data mining, many of that research 
was success to apply in offline environment, where the network 
data packet was collect first by using network monitoring tools 
and then analyzed with data mining technique. The problem 
with this approach is in terms of performance. If using this 
approach there is the possibility the computer system had been 
damaged first before intrusion detected. A good intrusion 
detection system should be able to detect the intrusion before 
further damage occurs, and this is only possible if the intrusion 
detection system can detect intrusion in the online 
environment. Thus the main problem in the implementation of 
data mining for intrusion detection systems are not only the 
problem of how to extract features from the network packets 
data but also how to process the network packet data online. If 
the network packet data can be processed online then there is a 
possibility of intrusion detection can also be work in online 
environment. 

II. PREVIOUS RESEARCH 
W. Lee [1] in his research introduces how to build temporal 

features and statistics to detect intrusion. These features can be 
categorized into two categories: time-based features and host-
based features. Time-based features consist of same-host 
features and same-service features. Features same-host feature 
is used to check the connection in the last 2 seconds that have 
the same destination host while feature same-service used to 
check connections in the last 2 seconds that have the same 
service. Host-based features are used to detect these types of 
attacks that cannot be detected in a span of 2 seconds, for 
example slow probing attack. Host-based features built similar 
to time-based features but the feature does not use a host-based 
span of 2 seconds, but using a range of 100 connections. The 
development of these features produce 41 feature applied in the 
dataset DARPA KDD'98[4] that construct dataset DARPA 
KDD'99. This research succeeded detect intrusion that exist in 
the offline data, but when tested in an online environment 
found several issues that cause the approach taken in the offline 
environment cannot be applied to the online environment. The 
first problem is the connection will not be checked if it is 
incomplete or not given a termination signal causes a delay in 
intrusion detection for connection with a long duration, this 
often happens in the TCP protocol. The second problem was it 



took a long time to process network data packets from the 
network with high traffic, often occurs when the network data 
packets containing denial of service attacks. So we need a way 
to process the network data packets online in order to detect the 
intrusion quickly. 

In some of the results showed that of the 41 feature dataset 
DARPA KDD'99 not all of this feature are related [5] [6], so it 
necessary to do the features selection which will certainly 
reduce the dimensions of the dataset and improving computing 
performance. K. S. Shrivastava and P. Jain [5] preprocess the 
DARPA KDD'99 dataset using rough set theory to select the 
related feature and then classify that data using support vector 
machine (SVM), the result of this research is 6 features that 
give the best performance in classification. The feature are: 
src_bytes, dst_bytes, count, srv_count, dst_srv_count, 
dst_host_same_src_port_rate. 

S. Benferhat, Sedki K., and K. Tabia [7] proposed a method 
for processing the network packet data for enabling the 
intrusion detection system can work in online or real-time 
environment. In their research the audit data or connection 
record for one connections is made complete or incomplete. 
The network packet data are processed within a specific time, 
when the overall time to process the data is less than the 
specified time then the data connection will be made complete 
and if in excess of the specified time then the data connection 
will be made incomplete. If the connection record made 
incomplete, the rest of the data that has not been processed are 
ignored. 

III. CONTRIBUTION 
This research focuses on the processing of data for TCP, UDP, 
and ICMP, for detect intrusion with category probe and denial 
of service (Dos). Data processing network packets created by 
implementing the function to build complete or incomplete 
connection records to establish the features that found in K. S. 
Shrivastava and P. Jain [5] research. 

IV. METHODOLOGY 
Method for processing data packets in this research are 

shown in figure 1. Network monitoring tool captures data 
packets that passing through the network and stores it in the 
form of packet capture (pcap) files. Each of pcap file contain 
network packet data information with duration t seconds. 

The next process is extracting header information. This 
process aims to extract header information from network 
packet data that contained in pcap file. Header information that 
is extracted is as follows: 

• Time, the arrival time of data packets. 

• Source IP address, the source host IP address 

• Destination IP address, the destination host IP address 

• IP Protocol, Indicates the type of protocol used (UDP, 
TCP, ICMP) 

• Source port, the port number of the source host sends 
the related TCP or UDP segment. 

• Destination port, the destination host port number that 
receives the related TCP or UDP segment. 

• length, indicates the TCP,UDP or ICMP protocol 
segment length that are sent 

• TCP stream, indicates the number of stream or 
connection of TCP protocol. 

• ICMP sequence, sequence number of the ICMP packet 
is sent 

• ICMP type, indicates the type of ICMP that are 
transmitted. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Network packet data processing 

After the header information of the data packets is obtained, 
the next step is forming connection records and their features. 
To declare a connection on TCP data packets can be based on 
information of TCP stream number. The same TCP stream 
numbers mean the same connection. For data packets of UDP 
and ICMP protocol because they are a connectionless protocol, 
each packet of data can be treated as a connection, unless it has 
a response such as DNS requests and ICMP echo request then 
the request and response or reply must be treated as one 
connection instead of two connection. To declare a connection 
on UDP protocol can be based on information destination host, 
source host, destination port and source port and for ICMP 
protocol can be based on ICMP sequence number, the same 
sequence number is expressed as one connection. The steps to 
construct the connection record features is as follows: 

1) Construct the basic feature (src_bytes and dst_bytes). 
This process perform summation size of data packets that sent 
and received by the host. For TCP Protocol obtained by 
summing the TCP length in one connection. UDP protocol 
obtained by summing the UDP length and for ICMP protocol 
by summing the ICMP frame length. 

2) Construct time-based features (count, srv_count). 
Feature count obtained by counting the number of connections 
that occur on a source host and destination host within last 2 
seconds and features srv_count is counting connections from a 
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source host to a destination host with the same service port 
number within last 2 seconds. 

3) Construct host-based features (dst_host_srv_count, 
dst_host_same_src_port_rate). Features dst_host_srv_count 
obtained by counting the number of connections to a 
destination host with the same service port number in the 
range 100 last connection and to feature 
dst_host_same_src_port_rate obtained by calculating the 
percentage of connections to a destination host with the same 
source port number. 

 
To enable online processing then performed time limitation 

for header information extraction process and features of the 
construction process. This will cause the connection record will 
be formed complete and incomplete. Connection will be 
formed complete if the overall connection information from its 
inception until the termination is in one pcap file and can be 
extracted and processed less than or equal with specified time 
limit, if these conditions are not met then the connection record 
will be formed incomplete. 

After feature construction process done the next step 
depends on the purpose of connection records construction, if 
the purpose is to create training data then the next step is the 
process of data labeling and data cleansing from duplicate data, 
if it is intended for the detection of intrusion then the next step 
is the classification of data based on a model obtained from the 
training process into 3 class: normal, probe, DoS. 

V. EXPERIMENTS AND RESULTS 
In the implementation, Tshark was used as a network 

monitoring tool and Memory storage engine from MySQL was 
used to store data during the process of features construction. 
Tshark is a network protocol analyzer, with this tool we can 
capture packet data from live network and save it in pcap 
format, or read packets from capture file. Storage engine 
Memory storage allows us to store data in memory, so it can 
improve the performance of the system in the feature 
construction process.  

Tshark capture network data packets and store them in the 
form of pcap files with a duration of 2 seconds. pcap file 
number that can be stored in one moment is limited to 5 files, 
this performed to prevent the buildup of pcap file that must be 
extracted and processed which resulted in delays in the 
intrusion detection. Figure 2 shows the commands used to run 
tshark. 

 

Fig. 2. Tshark command 

The time limit for extracting and building features in this 
test is set to 5 seconds. Before the data connection records 
processed for training or classified, first performed 
normalization process. Normalization method used for in this 
test is the min-max normalization. Support vector machine is 
used to as a method to classify the connection record in three 

classes: normal, DoS, and probe. For the implementation of 
SVM, in this test is using libsvm [8]. 

The establishment of dataset for train the system performed 
by online processing of network packet data for normal activity 
in accessing services in a computer system and intrusion acts to 
a target host. For intrusion category probe the dataset was 
construct by capturing and processing network packet data that 
generated by Zenmap. For DoS attack network packet data was 
generated by following tools: ping, hping, letdown, udp.pl, 
slowloris.pl. The dataset that formed in this test amounted to 
90224 connection record consisting of: 21058 normal class, 
63690 probe class, and 5476 DoS class. For data test that used 
in the offline testing amounted to 17535 connection records 
consisting of 14217 normal class, 533 probe class, and the 
2785 DoS class. 

There are three measure that used to measure the 
performance of intrusion detection systems, namely: attack 
detection rate (ADR), false positive rate (FPR), and the 
accuracy rate (ACC) [6]. 
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 (2) 
 
 
 (3) 
 

The first step in this test is offline testing. Offline testing is 
intended to find the best SVM model to be implemented into 
the online environment. Determination of SVM model 
parameters performed manually by changing the kernel type 
and value of the parameter C. For measuring the classifier 
model performance is done in two ways: k-fold cross 
validation and use data test. From the offline test results 
obtained two models which provide a high level of 
performance, namely: a model with polynomial kernel of type 
C = 100 (M1) and model with kernel type linear and C 
parameter = 1 (M2). Performance comparison of that two 
models can be seen in table 1. 

TABLE I.  OFFLINE TEST RESULT 

Model Kernel type C 
Param. ACC (%) ADR (%) FPR (%) 

M1 polynomial 100 98,46 98,16 0,56 
M2 linear 1 90,14 66,60 3,48 

 

Both models from offline test results are then applied the 
online system for online testing. The performance of both 
models in online test are shown in table 2. 

TABLE II.  MODEL PERFOMANCE IN ONLINE TEST 

Model ACC (%) ADR (%) FPR (%) 

M1  86,38 % 82,05 7,17 
M2 89,68 % 88,37 8,63 

tshark  -b duration:2 -b files:5 -i $INTERFACE\ 
-w ./svm.pcap 2> $LOG_DIR/tshark.log & 

FPR= Total number of normal processes 100% 
Total number of misclassified processes 

ADR= Total number of attacks 
Total number of detected attacks 100% 

ACC= Total number of processes 100% 
Total number of correct classified processes



The ability of each model to detect intrusion action can be 
seen in Table 3. Based on this result we can see that M1 have a 
bad performance in detecting intense scan plus UDP and slow 
comprehensive scan attack but have a good performance in 
detecting another attack than M2, so based on this fact the 
model selection is important for getting a good performance. 
Model with good accuracy rate not guarantee that will give 
good attack detection for each attack. 

TABLE III.  COMPARISON OF THE ABILITY TO DETECT INTRUSION 

Intrusion Intrusion 
type 

Record 
count 

Attack 
Detection Rate 

(%) 

M1 M2 
Intense Scan 

Probe 

545 99,27 97,80 
Intense Scan Plus UDP 1945 32,08 78,66 
Intense Scan All TCP Ports 3534 98,50 98,56 
Intense Scan No Ping 391 98,98 96,93 
Regular Scan 457 97,81 96,72 
Quick Scan 227 95,15 92,95 
Quick Scan Plus 284 90,49 80,63 
Slow Comprehensive Scan 2645 17,13 70,66 
Ping -l 7500 

DoS 

3030 92,64 93,53 
Hping 2896 86,60 85,70 
Letdown 3368 85,39 84,56 
UDP.pl 3852 95,43 96,81 
Slowloris 2003 77,18 75,24 

 

VI. CONCLUSION AND FUTURE RESEARCH 
Based on the test results online can be said the 

implementation of complete / incomplete connection record 
successfully made intrusion detection systems running on-line 
environment. The establishment of incomplete connection 
record causes not all the existing network packet data in a pcap 
file is extracted and processed, this raises the possibility of 

undetected intrusion, especially on a network that has high 
traffic. In addition the amount of data successfully extracted 
and processed will depend on the computer system 
performance. 

For the next research should be considered an effective way 
to improve the extraction and processing of data in the online 
environment for improving the ability of intrusion detection. 
Based on the online test result we can see that model that we 
use to classify the connection record will give the different 
performance, so it is important to try another model or method. 
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Abstract— The crowdedness of transportation of containers 
made multi-depot and multi-terminal necessary in the system 
design. To optimize the route of container truck, Ant Colony 
Optimization (ACO) is proposed in this paper. In managing 
route of the truck, ACO works to decrease the number of 
container from 10 to 4 truck which imply to reduce the 
consumption of gasoline.  There are several algorithm of ACO 
that are used to find the optimal routing of the container which 
are Ant system (AS), Elitist Ant System (EAS), Max-Min Ant 
System (MMAS), Rank-Based Ant System and Ant Colony 
System (ACS). The results of simulation show that Rank-Based 
Ant System has the best time over all methods for this 
transportation problem.  

Keywords—container truck; Ant Colony Optimization; optimal 
routing 

I.    Introduction 

Jakarta International Container Terminal (JICT) covers a 
total of 100 hectares and is the largest container terminal in 
Indonesia. To optimize service and support the growth of the 
national economy, JICT has embarked on a number of 
expansion projects since 2008, including the addition of quay 
and yard equipment, the implementation of a sophisticated 
terminal operating system and  the first Auto gate system in 
Indonesia Port. According to the data of Unit Angkutan 
Khusus Pelabuhan (Anguspel) DKI Jakarta, there were 9,900 
unit container truck during 2012 and increased about 9% 
percent in 2013.  A survey of LPEM-FEUI in 2008 shows that 
transportation cost in Indonesia reaches the second position in 
the total cost of shipping.  In order to develop a better system 
that  can solve the problem in container terminal, there is need 
to optimize the model of the transport container truck. While 
in this point, optimal routing determination of the container 
trucks can be a solution. The goal of this optimization is to 
minimize the total operation of container truck.  

Ant Colony Optimization (ACO) as an approachment to 
stochastic optimization methods  is investigated in this paper. 
Ant Colony Optimization (ACO) is used to determine route of 
truck container. Ant Colony Optimization (ACO) is based on 
the foraging patterns of ants. Where ACO use the ability of the 
ant to always find the shortest path between their nest and a 
food source[2,3]. 

II. SYSTEM MODELING 

A. Model Identification 
The crowdedness of transportation of containers made 

multi-depot and multi-terminal necessary in the system design. 
Depot is a place to store empty containers and to park the 
trucks. Generally, there are four types of containers, namely, 
inbound full (IF), inbound empty (IE), outbound full (OF), 
and outbound empty (OE). Container IF is a container that 
needs to be picked up in the terminal, loaded onto the truck 
which then unloaded at the recipient's place, the designated 
location. After being unloaded in the designated location, the 
container became an empty container which needs to be 
returned to the depot. Meanwhile, container OF is a container 
that needs to be transported to the customer. An empty 
container needs to be transported to the customer for loading 
purpose and be brought back to the terminal. Container IE 
needs to be picked up in the terminal and transported  to depot. 
On the other hand, container OE is a container that needs to be 
transported to the terminal. Inbound and outbound activities 
are two regular activities in container transportation. Terms 
"origin" and destination are used to replace terminal and 
customer place to easily illustrate the problem. The destination 
of the container is the recipient and the origin of the container 
OF is the sender. The origin and the destination of these four 
types of containers are summarized in Table 1.  

All terminals and customer's locations, whether the 
customer is a sender or a recipient, have time window for each 
container, depot, on the other hand, does not have time 
window. Consequently, all loaded inbound and outbound 
containers have two time windows, namely, time window in 
the origin and the destination. Meanwhile, empty inbound and 
outbound containers have one time window. 

A set of activities that are related to the origin of container 
has to begin within the time window of the origin. For the 
container IF, the set of activities consists of the storing of the 
container in the terminal and the transportation to the 
recipient. For container OF, the set of activities in the origin 
consists of the transportation of empty container, the loading 
of materials into the container and the transportation of the 
container from the sender to the terminal. On the other hand, 
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the container IE, activity in the origin is uplifting the empty 
container. 

Table 1. Source and destination of the container truck 

 IF OF IE OE 

Source 
Destination 

Terminal 
Receiver 

Sender 
Terminal 

Terminal 
Depot 

Depot 
Terminal 

 

Likewise, a set of activities related to the destination of the 
container needs to begin within the time window of the 
destination. For container IF, this set of activity consists of 
materials unloading from the container located in the sender 
and the transportation of the empty container. For container 
OF, a set of activities in the destination is to store the 
container in the terminal. For container OE, the activity in the 
destination is to store the container in the terminal. 

The system design focuses on the optimal routing design 
of the trucks of container in a particular period and on the 
order, timing and which truck is needed to execute the 
container's transportation. The objective is to minimize the 
total operation time and idle time in the sender/recipient 
location. 
B. Directed Graph 

The optimal routing design of the trucks of container is 
mathematically shown by a graph, G={V,A}. A set of points 
is V=VD U VC. In this case VD is a set of starting point and 
returning point is shown by point 1 and 2. VC is container 
points, namely, at point 3, 4 and 5. Meanwhile, a set of arc is 
A= {(i,j)| i � VD ,j � VC; atau i � VD U VC }. This is 
illustrated by Fig 1. The graph is formulated based on the set 
of activities. In formulating the graph, process of finding the 
solution involves the finding of the optimal routing (arc). This 
arc connects one container point to another, or one 
starting/returning point to one container point. 

Every starting/returning point, i � VD  of depot i, where 
i=1,...,m. The attribute of the starting/returning point is the 
amount of trucks located in the depot. A container point, i � 
VC, is a set of activity of the associated container, where 
i=m+1,...,m+n. Details of this can be seen in Table 2. The 
associated index i is used for depot (i=1,...,m) and container 
(i=m+1,...,m) since either depot or container is associated to 
onepoint.
 

 

Figure 1. Directed Graph 

Table 2. Serial process in point of the container 

Type Set of activity 

IF Picking up container in the terminal 
From terminal to recipient 

Unloading material at the recipient 
OF Loading materials at the sender 

From sender to terminal 
Storing container in the terminal 

IE Picking up container in the terminal 
OE Storing container in the terminal 

 

Two time window at the point i need to be combined with 
considering the service time in the source and destination. 
Time window [ai,bi] is a combination between time window at 
the source [aOi,bOi]  and time window at the destination  
[aDi,bDi]. time window and time process is get from (1),(2) and 
(3). While the transfer time is formulated by (4). 

 

 

In comparing the system with and without optimization, 
number of truck that need to deliver the container and the 
composite time is very important. here, by using optimization 
number of the truck can be reduced from 10 to 4 truck.  

III. ANT COLONY OPTIMIZATION 
Informally, an ACO algorithm can be imagined as the 

interplay of three procedures : ConstructAntsSolutions,  
UpdatePheromones, and DaemonActions. These procedures is 
described in pseudo-code as seen below [1]: 
procedure ACOMetaheuristic 
      ScheduleActivities  
         ConstructAntsSolutions 
         UpdatePheromones 
         DaemonActions % optional 
      end-ScheduleActivities 
end-procedure 

 

 There are several algorithm of ACO that is used to find 
the optimal routing of the container which are Ant system 
(AS), Elitist Ant System (EAS), Max-Min Ant System 
(MMAS), Rank-Based Ant System and Ant Colony System 
(ACS). 
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A. Ant system (AS) 
Two phase in AS algorithm are construct solution and 

update pheromones. in the begining ants are placed at in each 
points where the position is selected randomly. next the ant k-
th does random proportional action to select next point to visit.  
probability the ant move from point i to poin t : 

 

(5) 

The pheromones are updated in two ways: firstly, the 
pheromones are subject to an evaporation factor (ρ), which 
allows the ants to forget their past and avoid being trapped in a 
local minima (6) and secondly, they are updated in relation to 
the quality of their tour (7,8). 

 
(6) 

 (7) 

 

(8) 

Simulation using computation program shows minimum 
operation time for  Ant System can be seen in Fig. 2. For all 
algorithms, model system uses 100 containers and 1000 
iterations. Using 10 agent ant, the best time is 22,651 minutes 
with 49 trucks. 

B. Elitist Ant System (EAS) 

There is an extra gain on the solution Tbs, which can be 
able by adding  e/Cbs to its route. in this algorithm, the  
formula above (7) is changed to : 

 

 
(9) 

so Δτij
bs can be find with next equation. 

 
Figure 2. Minimum time using AS 

 

Simulation using computation program shows minimum 
operation time for  EAS can be seen in Fig. 3. Where the 
minimum time is 22,194 minutes with 44 trucks. 

 
(10) 

 

C. Rank-Based Ant System 
There is a step before updating pheromones where  the 

ants are sorted based on the quality of solution and number of 
extra pheromones of ants with weighting factor according to 
the rank of the ant. In every iteration, only (w-1) ant with best 
rank dan best solution so far that can add pheromones. 
Updating pheromones using this algorithm is shown by (11) 

(11) 

Simulation using computation program shows minimum 
operation time for  Rank-Based Ant System can be seen in 
Fig. 4. Using 10 agent ants, the best time is 22,067 minutes 
with 44 trucks. 

D. Max-Min Ant System (MMAS) 
The key to achieve best performance of ACO algorithms is 

to combine an improved exploitation of the best solutions 
found during the search with an effective mechanism for 
avoiding early search stagnation. MMAS, which has been 
specifically developed to meet these requirements, differs in 
three key aspects from AS: to exploit the best solutions found 
during an iteration or during the run of the algorithm; to avoid 
stagnation of the search the range of possible pheromone trails 
on each solution component is limited to an interval; 
additionally, to initialize he pheromone trails to τmax[5].  

 

 
Figure 3. Minimum time using EAS 
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Figure 4. Minimum time using Rank-Based Ant System 

 
Updating pheromones  for this algorithm is : 

 
 

 
(12) 

 
Simulation using computation program shows minimum 

operation time for  MMAS can be seen in Fig. 5. Using 10 
agent ants, the best time is 22,395 minutes with 44 trucks. 

E. Ant Colony System (ACS) 
There are theree main points in ACS that make it different 

than others. First, ACS uses the accumulation experiences of 
ants. Second, evaporation  pheromones and extra pheromones 
only to the best.Third, everytime an ant uses move from i toj, 
the ant diminishes the amount of pheromone on visited edges, 
making them less desirable for future ants) allows for the 
search of new. So there only one ant, the best ant, can add 
pheromone every iteration.  

 

 
 

Figure 5. Minimum time using Max-Min Ant System u 

  Updating pheromone is derivated from : 
 

(13) 

Simulation using computation program shows minimum 
operation time for  MMAS can be seen in Fig. 6. Using 10 
agent ants, the best time is 22,714 minutes with 48 trucks. 

While Fig.2 - Fig. 6 shows for 100 container, the greater 
number of container, 500 unit is shown in Fig.7. The 
minimum time is 95,075 minutes with 196 trucks. this best 
time is reaced while the iteration is 5,000.  

 
Figure 6. Minimum time using Ant Colony System 

 

 
Figure 7. Minimum time with 5,000 iteration 

IV. CONCLUSION 
 Ant Colony Optimization is a potensial algorithm in 

transportation system especially truck container. Optimazation 
in route of the truck gives postive result, where the system 
shows 4 trucks can deliver 10 containers which can save the of 
gasoline of 6 trucks. In simulating the five algorithm of ACO, 
it shows that Rank-Based Ant System has the best time among 
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others. There is tendency in raising the iteration, the result of 
minimum time is getting better. 
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Abstract— In this paper we present the conceptual design of 

Libyan remote sensing satellite (LibyaSat-1) and its sub-systems 
requirements. LibyaSat-1 is a 300 kg mini satellite, which will be 
used to support high resolution multi-spectral earth imaging 
camera to fulfill the civilian needs. This satellite will operate at 
LEO of 775 km and will provide a resolution of 2.5 m for the 
panchromatic band and 10 m for the VIS/NIR bands with 30 km 
swath. We have presented the mission overview, mission 
operation concept and mission requirements. Moreover, the 
System Tool Kit (STK) simulation is used to show the ground 
trucks of LibyaSat-1 for three days and to find the contact 
numbers between LibyaSat-1 and both Murezeq and Tripoli 
stations. We have also presented the design of telemetry and 
command subsystem, code and data handling subsystem, 
electrical power subsystem, altitude orbit control subsystem, and 
structure subsystem.  

Keywords—mini-satellite; large satellie; sub-systems; Low 
Earth Orbit (LEO); payload.  

I. INTRODUCTION 
Large (conventional) polar orbiting satellites have a wet mass 

larger than 1000 kg and operate at altitudes of about 1000 km.  These 
satellites are sun-synchronous, which means that any object on the 
orbit or the movement of the satellite will appear in the same position 
when viewed from the sun [1, 2]. This is important as it provides a 
constant amount of sunlight to solar cells on the satellite. 
Conventional satellites are mainly used for high resolution images. 
One example is the Quick-Bird satellite, which high spatial resolution, 
i.e., panchromatic is 61 cm GSD at Nadir and Multispectral is 2.4 
meter GSD at Nadir [3]. As set out in Table 1, these large satellites are 
really costly, heavy and consume large amount of power. 

Mini Satellites are small, have low power consumption and cheap 
as compared to conventional satellites. They have a mass ranging from 
100 to 500 kg and consume power of about 53.2 W [4, 5]. They play a 
very important role in the field of remote sensing and they perform 
similar tasks to conventional satellites. The applications of remote 
sensing include land use, agriculture, environment monitoring, disaster 
assessment, research, and national security. An example of mini 
satellite is FORMOSAT-2, which is a Taiwanese imagery satellite 
with a mass of 693 kg (without original propellant) and operate in the 
Low Earth Orbit (LEO) at altitude of 891 km [3]. Another example is 
SPOT 5, which is a French remote sensing mini satellite. It is a sun-
synchronous imaginary mini satellite that orbits at altitude 832 km. 
This satellite provides high resolution images for Libyan Centre for 
Remote Sensing and Space Science (LCRSSS) as part of commercial 
operations between France and Libya [6]. 

LCRSSS established in 1989 and is a governmental research 
organization, which belongs to a government space organization 
dedicated to the researches in remote sensing, space science, and 
earthquakes. This organization does not have its own remote sensing 
satellite and all images of Libya are taken by French SPOT satellites 
and then send to Libyan ground station for image processing. Fig. 1 
shows an image of Tripoli that was captured by SPOT 6. In this paper, 
we present the design requirements for the most important sub-
systems of the first Libyan mini satellite (LibyaSat-1). We will present 
conceptual design of LibyaSat-1 and the design requirements for the 
most important sub-systems. We will also list the designed and 
achieved budget for each sub-system. 

 
Fig. 1. Image of Tripoli taken by SPOT 6 

TABLE 1    COMPARISON BETWEEN SATELLITES 

Types Mass (kg) Cost (US $) Power 
Consumption  

Conventional >1000 0.1-2 B ~ 1000 W 
Medium 500-1000 50-100 M ~ 800 W 

Mini 100-500 10-50 M 53.2W 
Micro 10-100 2-10 M 35 W 

II. MISSION OVERVIEW 
The main mission of the LibyaSat-1 satellite under the remote 

sensing program is to acquire and monitor terrestrial, marine 
environment, desertification and resources throughout Libyan area and 
its surrounding waters, and possibly over other regions of the world 
for international cooperation, via satellite imaging data to fulfill the 
civilian needs. 

 The remote sensing satellite program is one of the major satellite 
programs to be executed by Libyan center for remote sensing and 
space science for the first one phase space program of Libya. 

 The remote sensing instrument is a push-broom electrical-optical 
type of sensor with spectral bands in the visible (VIS) and near 
infrared (NIR). The spectral bands include panchromatic and four 



 

Land sat type multi-spectral bands. The ground sampling distances 
(GSD) are 2.5 m for the panchromatic band and 10 m for the VIS/NIR 
bands respectively. 

 The swath is 30 km for all selected bands. 

Table 2 shows the simulation results after testing LibyaSat-1 
conceptual design at different altitudes. We can see that LibyaSat-1 is 
assumed to be sun-synchronous with an altitude of 775 km which can 
communicate with the ground station using RF links. 

TABLE 2    LIBYASAT-1 CHARACTERISTTICS 

Repeat (day) 561Km 
(SSO) 775Km 

(SSO) 888Km 
(SSO) 1000Km 

(SSO)
Repeat (day) 1 3 1 ???
Rev/day 15 14 1/3 14 13.661
Circular Velocity 
(Km/Sec) 7.579 7.465 7.406 7.35

Ground Velocity 
(Km/Sec)  6.750   
Period (Min) 95.877 100.347 102.734213 105.1186
Eccentricity 0 0 0 0
Inclination (deg) 97.635 98.497 98.98 99.478
Width (Km)  
(FOR:+- 45 Deg) 1178 1662.9 1928.8 2200.1

 

III. MISSION REQUIRMENTS AND SATELLITE CHARACTERISTICS 
Table 3 shows the key mission requirements and the systems 

specifications of LibyaSat-1. LibyaSat-1 satellite is expected to 
operate in sun synchronous LEO at altitude of 775 km with a total 
mass of no more than 300 kg and data storage volume of no less than 
80 Gbits. The minimum expected life time of LibyaSat-1 is 5 years. 

1) Agility  
Roll and Pitch: The spacecraft bus shall be capable of providing a 

cross-track viewing tasking rate better than 24 degrees within 60 
seconds regardless initial point. 

Yaw: The spacecraft bus shall be capable of providing a Yaw 
viewing tasking rate better than 7 degrees within 60 seconds 
regardless of the initial point. 

2) Satellite Reliability  
0.6 at the end of the 5-year mission. 

3) Remote Sensing Insturment 
Panchromatic (PAN) with 4 Visible/NIR bands. 

TABLE 3    MISSION REQUIREMENTS SPECIFICATIONS 

Parameter Specification 
RSI Mass (kg) 95 

Swath (km) 30 
RSI Power 

(watts) (Orbit Average) 
75 

Download Rate 
(Mbits/s) 

150 

 PAN 
(Panchromatic) 

MS 
(Multispectral) 

 
GSD (M) 

(Ground Sampling Distance) 
2.5 10 

Pixel (numbers) 12000 3000 
A/D (Bits) 12 12 

Mass 
For Satellite lift-off weight 

No more than 300kg 
total weight (MAX) 

Lifetime 5 years 
Agility Roll and Pitch: 24 deg/60s 

Yaw: 7 deg/60s 
Launcher Falcon 1e 

Data storage volume 
(Gbits) 

80 

FOR +-45 deg 
Downlink Rate (X Band) 150 Mbps 
Downlink Rate (S Band) 2.0 Mbps 

Local Time 10:00 am ~ 10:30 am 
Reliability 0.6 

 

IV. SYSTEM ENGEERING 

A. Operational Concept  
The libyansat-1 operations are to be conducted from Tripoli 

Ground System (TGS). The TGS is composed of the Mission 
Operations Center (MOC), the Telemetry, Tracking, and Command 
(TT&C) stations, a Flight Dynamics Facility (FDF), a Mission Control 
Center (MCC), a Science Control Center (SCC), a Ground 
Communications Network (GCN), an X band Data Receiving Only 
Station, and an Image Processing Center (MOC) personnel, which will 
monitor and command the spacecraft using real-time health and status 
data. Command uplink files will be generated by MOC personnel, 
forwarded to the TT&C station and transmitted on an uplink data 
stream. Fig. 2 shows the location of TGS and MGS.  

 
Fig. 2. The geographical locations of TGS and MGS.  

There will be 2~4 contacts of the spacecraft with the TT&C 
stations on Libya per day. The remote sensing instrument will operate 
mainly over the region of Libya. Moreover, the equatorial descending 
time is around 10:00 am to 10:30 am local time. The baseline 
operation mode is simultaneous panchromatic and multi-spectral 
imaging, with real-time downlink data at a rate up to 150 Mbps via a 
dedicated X band channel. The STK simulation [7] is used to test 
LibyaSat-1 in the orbit.  

 

Fig. 3, 4, 5 and 6 show the ground tracks for 3 days. LibyaSat-1 
traces out a path on the earth surface, called its ground track, as it 
moves across the sky. As the earth below is rotating, the satellite 
traces out a different path on the ground in each subsequent cycle. We 
see that after three days the satellite traces out many different paths 
and covers most of the area.   



 

 
Fig. 3. Ground tracks of the first day 

 
Fig. 4. Ground tracks of the second day 

 
Fig. 5. Ground tracks of the third day 

 
Fig. 6. Ground tracks (repeat period,3 days) 

 

Fig. 7 and 8 show the contact number and time of LibyaSat-1 with 
Murezeq and Tripoli stations. We see that there are two contacts in the 
first and the third days between LibyaSat-1 and Tripoli and Murezeq 
stations at two different times.  In the second day there is four contacts 
with both stations, which is a most double as compared to the first and 
the third days  

 
Fig. 7. The contact numbers between LibyaSat-1 at 775 km orbit and both Murezeq 

and Tripoli stations 

 
Fig. 8. Contact time  of LibyaSat-1 at 775 km with Murezeq and Tripoli stations 

B. Telecom, Telemetry and Command Subsystem  
 The TT&C subsystem comprises of onboard s-band (2.039 GHz ) 

receiver and s-band transmitter (2.215 GHz ), transmitter for uplink 
and down link respectively. A s-band receiver is used to receive 
command signal from Murezeq ground station while s-band 
transmitter antenna is used to send a set of signals that show the status 
of the LibyaSat-1 resources and health, i.e., temperature, voltage and 
currents. All these signals are sent to the control center via ground 
station using RF system; see Fig. 9.  



 

 
Fig. 9. TT&C subsystem block diagramof LibyaSat-1 

The x-band subsystem is used for image data downlink. The 5.4 m 
x-band dish antenna and its pointing mechanism are used at Murezeq 
ground station. The link budgets for s-band up and down links for 
LibyaSat-1 are calculated and presented in [6].  Table 4 shows the up 
and down link budgets for s-band antennas. 

TABLE 4    S-BAND UP AND DOWN LINK DUDGETS 

Feature Uplink Downlink 

Frequency  2.039 GHz 2.215 GHz 
Satellite Altitude 775 km 775 km 
Elevation Angel (deg) 100 100 
Transmitter Power(Pt) 20 dBW 7 dBW 
Ground Sation Antenna Gain (Gt) 32.3 dB 6.4 dB 

EIRP Power 51.3 dBW 13.4 dBW 
Space Loss -165.93 dB -166.63 dB 
Atmospheric Losses -0.5 dB -0.5 dB 
Rain Loss -0.5 dB -0.5 dB 
Polarization Loss -0.3 dB -0.3 dB 
Pointing Loss -0.2 dB -0.2 dB 

On-Board Losses -10 dB -4.5 dB 

System Noise Temperature(Ts) 27.9 dB/k 24.6 dB/k 

Satellite Antenna Gain  5 dB 5 dB 

Figure of Merit (G/T) -22.88 dB/k -18.2 dB/k 

Bite rates 32 Kbps 2000 Kbps 

C/No Received 79.57 dB-Hz 77.07 dB-Hz 

Eb /No Received 34.52 dB 14 dB 

Bit Error Rate (BER) 10-5 10-5 

Required Eb /No 11.8 dB 9.6 dB 

Implementation Loss -2.5 dB -1 dB 

Margin 20.72 dB 3.4 dB 

 

C. Code and Data Handling Subsystem 
The Command and Data Subsystem is the "brain" of mini satellite. 

It is used to process and store information and data from all satellite 
sub-systems. It also sends commands to all sub-systems and 
equipment.  The function of this sub-system is as following:  

 Receives, validates, decodes, and distributes commands to other 
spacecraft subsystems. 

 Gather, processes and formats spacecraft housekeeping and 
mission data for downlink or to be used by an on-board 
computer. 

 The ideal C&DH system is one which has previously been 
proven on another spacecraft and which requires no or little 
modification for the mission under development (i.e. Heritage).  

1) C&DH Requirements 

a) Computer system  

• Processor: up to 20 MIPS, with fault tolerance and 
supports real-time operating systems, i.e., eCOS, 
VxWorks. 

• SRAM / SDRAM: 128 MBytes, protected with EDAC 
(single error correction, double error detection). 

• EEPROM: 4 MBytes, storage of application code. 

• PROM / EEPROM: 64 KBytes bootloader, SSR 50Gbits 
for SHO (Status of health), and file management raw 
image data.   

• Real Time Clock: 1-Hz with synchronization to GPS 
clock. 

• FDIR: Supervisory circuit / Watchdog timer. 

• Redundancy: Full or partial implementation (TBD). 

b) I/O Interfaces  

• Attitude Control Subsystem: 2 x Sun sensor, 2 x 
Magnetometer, 4 x Gyroscope, 2 x Star camera, 2 x 
GPS receiver, 3 x Magnet torque, and 4 x Reaction 
wheel. 

• Thermal Control: up to 80 thermistors. 

c) Telemetry and Control 

• S- Band :  

1- CCSDS (Consultative Committee for Space Data 
Systems) communication protocol with uplink of 32 
Kbps and downlink of 2 Mbps. 

2- Telecommand decoder, with local memory for 
command storage, authentication and configuration. 

3- Compliant with packet telemetry and channel coding 
standards CCSD102.0-B-5 and CCSDS101.0-B-5. 

• X-Band (Payload): 150 Mbps (Downlink) – shown here 
for completeness.  

d) Power Specification 

• 28V unregulated voltage input 

• Over-current and under-voltage protection 

• DCDC switch-mode converters and linear regulators: 
5V, 3.3V and possibly 1.5V (for on-board electronics) 
and +/-12V for Analog. 

• Power consumption: 45 Watts, in continuous mode 
(exact figure is to be determined) and about 1.8 A 
maximum input current (continuous mode). 

e) Miscellaneous:  

• Mass: 20kg (approx.). 

• Operating Condition: military (i.e. -55°C to 125°C). 

• Component Selection: space or military-grade 



 

• Radiation-Hardened: up to 50KRad, depending on 
mission requirements (e.g. low-earth orbit, mission life). 

D. Electrical Power Subsystem  
Electronic Power Sub-system (EPS) is designed to provide a 

sufficient power to all subsystems including payload to ensure a 
reliable operations of all equipment and components during the 
mission. EPS consists of batteries, solar panel, Battery Charge 
Regulator (BCR), Power Conditioning Module (PCM), Power 
distribution Unit (PDU), and Battery Monitoring (BM); see Fig. 10. 
The multi-junction GalnP/GaAa solar cells are chosen to be used as a 
power generator for LibyaSat-1 and the battery will be Lithium-ion. 
Table 5 and 6 show different types of solar cells and batteries.  

 

 
Fig. 10. EPS  Architecture  

TABLE 5    DIFFERENT TYPES OF SOLAR CELLS 

Cell Type  Silic
on 

Gallium 
Arsenide 

Multi-junction 
Galnp 

Indium 
phosphide 

Efficiency 14% 18% 27% 19% 

Radiation 
degradation  

High Medium Medium Low 

Cost Low High High High 

TABLE 6    DIFFERENT BATTERY TYPES 

Secondary Battery 
Couple 

Specific energy 
density (W. 

hr/kg) 

Status 

Nickel-cadmium 15-30 Space-qualified, 
extensive database 

Nickel-hydrogen 
(individual pressure vessel) 

35-43 Space-qualified, 
good database 

Nickel-hydrogen (common 
pressure vessel) 

40-56 Space-qualified for 
GEO and planetary 

Nickel-hydrogen (common 
pressure vessel) 

43-57 Space-qualified 

Lithium-ion (LiS02, LiSF, 
LiS0CI2) 

70-110 Space-qualified 

Sodium-sulfur 140-210 Under development 

 

1) EPS requirements 

 3% margin from the whole power budget for every orbit. 

 Primary power bus voltage: unregulated power of 28v ( +5.6 V/-
4 V); see Fig. 11.   

 Secondary power bus voltage: using converters to reduce 28 V 
to: 

a) +4.8v ~ +5.6 V 

b) +14.25 ~ +15.75 V 

c) -15.75v ~ -14.25 V   

 
Fig. 11. DET System 

 Battery low voltage protection: to prevent S/C from recovery 
until solar arrays get sufficient power and charge batteries. 

 Battery high voltage protection: battery voltage > 34 V, terminate 
all charge regulators.  

 Battery charge management: the operating system for batteries 
charging must be done automatically by special flight software 
without a ground uplink command. 

 Power distribution short circuit protection: all equipment and 
payload instruments must be over- current protected using Solid-
state switch (MOSFET). 

 Deployment control using NEA. 

 Redundancy: PCDU shall be cold redundant except for power 
distribution and charge regulator. 

For LEO we expect the battery’s DOD to be 40-60% for NiH2 
technology compared to 10-20 % for NiCd. We base these 
expectations on the average DOD over 24 hours and assume the 
batteries are fully recharged at least once during this period. The 
number of batteries, N, may be equal to one for this calculation if you 
simply require a battery capacity .Two to five batteries are typical. 

We must have at least two (unless the battery uses redundant cells) 
because the spacecraft needs redundant operation if one unit failed. 
But more than five batteries require complex components for 
recharging.  

2) Power Profile  

Table 7 shows the mass and power consumption for EPS. These 
numbers were calculated taking in to account different assumptions 
such as when we do not operate the payload and x-band transmitter. 

 Ps/c basic power consumption when we do not operate the 
payload and the transmitters.  

PSRI remote sensing instrument for power consumption = 50 watt.  

Transmitter: 

 Power consumption for X-band transmitter 55 watt & APM 5 
watt. 

 Power consumption for S-band transmitter 35 watt. 



 

 S-band receiver power consumption 8 watt is included in Ps/c as 
this receiver will be always on.  

Fig 12. below gives a good idea about the operation of the power 
profile.  

 
Fig. 12. The operation of power profile for s/c 

TABLE 7    MASS AND POWER CONSUMPTION FOR EPS 
COMPONENTS 

Component  Mass Consumption  

Battery 7 kg 0 watt (passive device) 
S/A 16 kg 0 watt (generator device) 

PCDU 15 kg 17 watt 
Harness 22 kg 3 watt(dissipation power) 

 

E. Altitude Orbit Control Subsystem 
The aim of Attitude and Orbit Control Sub-systems (AOCS) is to 

control the attitude of the micro satellite depends on the operation 
mood in the mission orbit by using different sensors and actuators. As 
set out in Table 8, AOCS provides an altitude pointing accuracy and 
control stability of better than 0.20 (3δ) for allaxis and pointing 
knowledge less than 0.0360.   

TABLE 8    AOCS DESIGN PARAMETERS 

Pointing accuracy  <  0.2 deg -- 3δ ,3D 
 Pointing knowledge < 0.036 deg 
Positioning knowledge <  100 m 
Jitter  <  0.33 arc sec/ 373.7 μsec 
 
Agility 

Cross track maneuver rate should be 
better than 30 degrees within 60 
seconds 
Along track maneuver rate should be 
better than 30 degrees within 60 
seconds
Yaw maneuver rate should be 10 
degrees within 60 seconds  

 

F. Structure Subsystem 
This Subsystem provides mechanical support and alignment for all 

equipment and components on the mini satellite. It is also used to 
provide a thermal conductivity and its body is used as a ground for 
electrical devices. Fig. 13 shows the configuration of different 
components on LibyaSat-1. Moreover, Tables 9 and 10 show the mass 
budget and selected material respectively.  

 

 
Fig. 13. The proposed components layout of  LibyaSat-1 

TABLE 9    MASS BUDGET 

System Current 
mass (kg) 

LV Adapter 10

Bus Total 234
AOCS 34   
C&DH 20 RAL CAM1 50

TTC 13 Total 284
EPS 60 Balance -
RCS 30 Satellite Total 284
SMS 55 Launch Max. 415
TCS 12 Margins(%) 31.56%

TABLE 10    MATERIAL SELECTION 

Item description
Top panel Honeycomb Panel
Top frame Milled Al Alloy Ring

Bottom cone panel Honeycomb Panel
Tank support panel Milled Al Alloy Plate

Wall panel Honeycomb Panel
longeron Milled Al Alloy Plate

G. Satellite Chararcterstics  
Table 11 and 12 show the assigned and obtained budgets for mass 

and power respectively. We can see that the total mass and power of 
all designed subsystems is within the budget but the margin is less 
than the expected. Compared to all sub-systems, the EPS has the 
higher mass because of the batteries and solar cells.  In terms of power 
consumption, the TTC sub-system has the highest power consumption 
as compared to all subsystems on LibyaSat-1.  This is because of the 
number of antennas used and their constant state of activeness to keep 
tracking, download images and communicate with ground station.  

TABLE 11    MASS BUDGET FOR ALL SUBSYSTEMS 

Sub-system Mass (kg) System flow-down Design Mass (kg) 

C&DH 42.5(17%) 20 

TT&C 22.5(9%) 13 
EPS 45(18%) 60 

Thermal 10(4%) 12 
Structure 37.5(15%) 55 

Propulsion 17.5(7%) 30 
AOCS 25(10%) 34 
FSW 0 0 
RSI 50(20%) 50 

TOTAL Mass 250 274 
Max Mass 300 300 

Budget 50 26 
 
 



 

TABLE 12    POWER BUDGET FOR ALL SUBSYSTEMS 

Sub-system Power (W) System flow-down Design power (W) 

C&DH 77.5(31%) 45 
TT&C 27.5(11%) 104.3 
EPS 17.5(7%) 20 

Thermal 27.5(11%) 10 
Structure 0 0 

Propulsion 12.5(5%) 13.8 
AOCS 37.5(15%) 47 
FSW 0 0 
RSI 50(20%) 50 

TOTAL 
power 

250 290.1 

Av power 300 300 
Budget 50 10.1 

V. CONCLUSION 
We have presented a conceptual design of LibyaSat-1 and the 

design requirements of its important subsystem. We have simulated 
the model of LibyaSat-1 at different LEO altitudes including the 775 
km. We found out that the most suitable altitude is 775 km. We have 
also measured the contact time and number of LibyaSat-1 with both 
Tripoli and Murezeq stations.  The total designed mass and power for 
all sub-systems were within the assigned budget. The total mass of 
LibyaSat-1 is 74 kg and total required average power is 190.1 W. 
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Abstract—This paper tried to design the implementation of
WRAN 802.22 as a new proposed and interesting standard to
provide broadband service in tv white space (unused spectrum
digital television), specially in hard to reach and low density
population area. With the standard parameter WRAN that have
been drafted, we calculate the total amount of site needed in
Banten, one of the province in Indonesia. In this paper, we use
frequency 650 MHz, 30 dB transmit power, 10 m receivers height
and 30 meter of transmitter height. By using okumura hata
propagation, Banten needs 245 site to cover all the area.

Index Terms—WRAN, 802.22, coverage, BS, okumura hata,
TVWS

I. INTRODUCTION

TODAY, many country in the world in digital switch over
process. The migration from analogue to digital technol-

ogy in tv broadcasting makes some spectrum savings, which
we called as digital dividend. While this saving spectrum
compete over by many companies (like provider broadband
celuller to run Wimax or LTE), WRAN operates just using the
spectrum tv that vacant at that time as we called as TV white
space (TVWS). In telecommunications, white spaces refer to
frequencies allocated to a broadcasting service but not used
locally and efficiently.

II. OVERVIEW

A. IEEE 802.22 WRAN

802.22 is the first Wireless regional area network (WRAN)
standard by IEEE that is expected to be widely used in the
future specially in rural areas.. Its designs to work in UHF
and VHF band, in range frequency 54-862 MHz, where theres
white space in tv bands. The novelty about this standard is,
coexistence mechanism between licensed TV band, unlicensed
broadband network, and radio TVWS[1]. This new technology
also robust to large delay spread, doppler spread, and moreover
it has simple and light specs that make it cheaper 10 times than
broadband celuller nowadays.

To prevent interference with incumbent users (such as dig-
ital tv broadcasting and wireless microphone), WRAN using
cognitive radio, an intelligent wireless system that has ability
to detecting and using the unused/free available spectrums of
the radio. CR effectively reuses the finite frequency resource
using spectrum sensing.

Fig. 1. WRAN Hierarchy [4]

B. WRAN Hierarchy

IEEE 802.22 is point to multipoint system, where the system
is similar with the current broadband cellular like 3G or
Wimax. Base Station link to end user or Customer premise
equipment (CPE) through line of sight (LOS) and non light of
sight propagation. The significant differences between these
technology are where WRAN has wider cell coverage and
coexistence with primary users which have the priority right
in the spectrum.

WRAN base station and the CPE both will detect the
channel wether its vacant or busy by incumbent user. But
all the action and decision only in Base Station side. WRAN
operates supported by many technologies, such as: Cognitif
radio, Geo location and also incumbent database.

TABLE I
SYSTEM PARAMETERS OF WRAN[3]

Parameters Spesification Remarks
Frequency range 54-862 (MHz)

Channel Bandwith 6,7,8 (MHz) regulatory domain
Modulation QPSK

16QAM
64 QAM

Transmit EIRP 4W max for CPE Max EIRP for BSs
4W max for BSs in the may vary in other
USA regulatory domain regulatory domains

Duplex TDD
Multiple Access OFDMA

978-1-4673-8434-6/15/$31.00 c©2015 IEEE



C. Propagation Model

Okumura Hata is one of the most common propagation
model that used for predicting path loss in different area. This
model is applicable for frequency between 150-1500 MHz and
height of base station around 30-100 m. Its model dividing the
area into 4 forms:

• Dense urban: central city/business district, very high
building and very high population.

• Urban: high building and characterized by high popu-
lation density. It may be a city or town, and usually
developed by the process of urbanisation.

• Sub urban: its a residential area or inhabited districts
located either inside a town or city’s outer rim or just
outside its official limits and usually has a large commu-
nity.

• Rural area: a village, open and spread out area, small
population (mostly sparse) and has high trees.

Okumura Hata Formula:

PL = A+B + C (1)

Where A, B and C depends on the frequency, height
transmitter and receiver used.

A = 69.55 + 26.16logf − 13.82loght − a(hr) (2)

B = 44.9− 6.55loghr (3)

where
f in Mhz
For Dense urban:

a(hr) = 3.2(log(11.75hr)
2 − 4.97 (4)

Small and medium cities :

a(hr) = (1.1log(f)− 0.7)ht − (1.56log(f)− 0.8) (5)

C = 0
Sub urban environment:

C = −2(log(f/28)2 − 5.4 (6)

Rural area:

C = −4.78[log(f)]2 + 18.33logf − 40.98 (7)

D. Radius Cell

Radius of the cell could be found with this formula:

A = 2.6R2 (8)

where
A = area
R = radius of the cell

III. DESIGNS AND CALCULATION
A. Flowchart to calculate the number of base station based
on coverage

First step, choose area to be analyzed and collecting the
data, Determine the radio link budget, match the area with
suited propagation model, found radius, and coverage area.

B. Designated Area
Area that choosed to calculate the amount of base station

needed to cover awhole area, is Banten Province.

Fig. 2. Map of Banten

Banten is located between 57’50” and 71’11” south latitude
and 1051’11” and 1067’12” east longitude. The province has
an area of 9,662.92 km.

TABLE II
CITY/REGENCY OF BANTEN PROVINCE

No City/Regency Village/Urban Community Area Land
1 Lebak Regency 340 Villages 3.044,72
2 Pandeglang Regency 335 Villages 2.746,90
3 Serang Regency 246 Villages 1.467,39
4 Tangerang Regency 320 Villages 956,9
5 Cilegon 43 communities 175
6 Serang 66 communities 266,71
7 Tangerang 104 communities 164.54
8 South Tangerang 54 communities 147.19

Banten Province is subdivided into four regencies and four
autonomous cities with each regency subdivide into some
small vilages, and each city subdivide into some urban com-
munity. From the Table 2, we can conclude that the regencies
has larger areas than the cities.

C. Radio Link Budget
This design is using frequency 650 MHz, with 30 m base

station transmitter, 10 m antenna receiver and transmit power
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TABLE III
LINK BUDGET PARAMETERS

Parameter Value
Frequency 650 MHZ

hTX 30 m
hRX 10 m

Transmit power (dBm) 30
EIRP (dBm) 36

Receiver Sensitivity (dBm) -93.2
GTX (dB) 9
GRX (dB) 11

Maximum Allowable Path Loss/MAPL (dB) 116.3

30 dBm. Then we get maximum allowable path loss (MAPL)
116.3 dB. To have radius of the cell, it can be done by input
the value of maximum allowable path loss into the okumura
hata in (1).

Radius cell Base station of cities and regency calculated in
Banten could be seen below:

Fig. 3. Radius cell

Dense Urban with 1.16 km has the lowest radius cell out of
this 4 type of propagation area by okumura hata. Sub urban
and urban area have radius cell about 4.5 km and 2.48 km.
While, Rural area surely be the largest with the value of the
radius cell till 10.6 km. As we know, rural area and suburban
area relatively have smaller population density and theres no
much obstacle blocking the transmitter to the CPES receiver,
which make its two have cell radius larger. Vice versa, in
high rise building city, cpes antenna receive large number of
refflected and scattered signal.

Fig. 4. cell area

The signal come to the receiver by many path. This signal
sometimes may be in phase so the signal strength increase, but
mostly out of phase and intefere the main signal. It explains
why the dense urban has the smallest radius cell.

Using equation (8) we get cell area coverage (km2) as
shown in figure 4. In Result, the base station can cover 3.5
km2 in dense urban area, 15.95 km2 in urban, 52.65 in sub
urban, and almost 300 km2 in rural area (292 to be exact).

IV. RESULT

The eight city and regency divided into two type of propaga-
tion model area. Lebak, Pandeglang, Serang, and Tangerang as
Sub Urban area, and the rest as Urban area. By dividing total
land area to cell area (with the suite type area propagation),
we get the amount of site needed.

Fig. 5. Total Site

From the calculation, Lebak, Pandeglang, serang and
tangerang need 58, 53, 28 and 60 site to cover whole land area.
Meanwhile, Cilegon needs 11 site, Serang 17 site, Tangerang
and Tangerang Selatan need each 10 and 9 base stations. All
of this calculation affected by the value of the path loss. The
parameters like power transmit, height of transmitter, height
of receiver and any other parameters in link budget could be
adjusted to get a better coverage.

From the calculation above we could take conclusion that
WRAN could be a new alternatif technology to people in low
density population place(rural areas)to access internet and any
other application with low cost. Furthermore provider service
may not need buy the licenced of the spectrum.

But, beside based on coverage, to run WRAN 802.22 well
and properly, we need to calculate the traffic and capacity of
base station to get reliable quality of service.

REFERENCES

[1] A.Mishra and D. L W. Johnson,White Space Communication, Advanced,
Development and Engineering Challenge, Springer, 2015.

[2] G. Choinard, The IEEE 802.22 WRAN Standard and Its Interface to The
White Space Database. IETFS PAWS 2011.

[3] A.N Mody and G. Choinard, Enabling Rural Broadband Wireless Access
using cognitif Radio Technology. Doc IEEE 802.22-10/0073r03. 2010.

[4] Y. H. Kim , IEEE 802.22 WRAN overview. Kyung Hee University

3



[5] O.E. Herrera, A. Guttierrez, A. M Ospina.WRAN and LTE Comparison
in Rural Environtments. Communication Conference (COLCOM). 2012.
IEEE Colombian

[6] Z. Lei, and S.H. Hwang.IEEE 802.22 PHY overview. Doc IEEE 802.22-
10/0106r0. 2010

[7] Z. Xin, et.al.Preliminary Link Budget Analisys for 802.22b.Doc.:IEEE
802.22-12-0055-00-000b.2012

[8] S. Rahman, et.al.Comparative Studi Between Wireless Regional Area
Network (IEEE Standard 802.22) and WiMax and Coverage Planningof
a Wireless Regional Area Network Using Cognitive Radio Technol-
ogy.International Journal of Recent Technology and Engineering. Vol.1,
Issue-6, January 2013.

4



 
 

Performance Evaluation of SIMO Least Squares 
Channel Tracking on Rician Distributed Channel 

Irma Zakia  
School of Electrical Engineering and Informatics, Institut Teknologi Bandung 

Jl. Ganesha No. 10, Bandung, Indonesia 

irma.zakia@stei.itb.ac.id 

 
Abstract— Wireless channel with the presence of Line of Sight 
(LOS) is often modeled as Rician distribution. In order to track 
the channel for mobile users, exponentially weighted Least 
Squares (LS) Single Input Multiple Output (SIMO) channel 
estimation is employed. By incorporating the optimum 
forgetting, the system performance in terms of tracking Mean 
Square Error (MSE) and Bit Error Rate (BER) is evaluated. It is 
shown that the optimum forgetting factor as well as the system 
performance, are elevation angle-dependent due to the rapid 
movement of the user in the coverage area.   
 
Keywords— Least-Squares (LS), channel estimation, forgetting 
factor, Rician fading, elevation angle 

I. INTRODUCTION 
Communications in a wireless medium creates multipath 

propagation such that the users experience fading. If LOS is 
present, the fading channel is modelled as Rician distribution. 
Moreover, when the user is moving, the K factor as well as the 
Doppler shift becomes elevation angle-dependent [1][2]. 

In order to achieve coherent detection, the channel is firstly 
estimated. There are numerous channel fading compensation 
techniques available in literatures. Specifically, the Multiple 
Input Multiple Output (MIMO) channel is tracked by means 
of Kalman filter for Rician fading with constant LOS in [3]. 
With the LS approach, tracking the MIMO Rayleigh fading 
channel is presented in [4] assuming the channel dynamics as 
i.i.d. first order Markov process, and extension to Rician 
fading is found in [5]. Considering Rician channel with 
dominant LOS (K factor 10-25 dB) and the possibility of  
specular non-LOS (NLOS) component presence, adaptive 
multiuser MIMO beamforming is developed in [6].  

In this paper, we employ the LS SIMO channel estimation  
assuming the user traverses mainly in rural area such as in 
High Speed Train (HST) communications. Accordingly, the 
channel is modelled as flat fading Rician distribution [1][7] 
with the relation between K factor and elevation angle follows 
[2]. Based on the analytical tracking MSE [5], the optimum 
forgetting factor for the interested scenarios is calculated. The 
system performance in terms of the minimum tracking MSE 
as a function of Signal to Noise Ratio (SNR) are evaluated. 
Furthermore, Monte Carlo simulation is performed to 
determine the BER performance. 

This paper is organized as follows. The system model is 
given in Section II. In Section III, the SIMO LS channel 

tracking algorithm is presented, which is then followed by the 
system simulation and simulation results in Section IV. The 
paper is concluded in section V. 

II. SYSTEM MODEL 
The downlink communication between the transmitter with  

𝑀 = 1 antenna and receiver with 𝑁 = 5 antennas is assumed 
here. The SIMO system employed is based on the fact that 
only a single user is served. Therefore, it is not required to 
produce multiple beams, and accordingly multiple antennas, at 
the transmitter. In the Rician fading context, the wireless 
platform is terrestrial system or High Altitutde Platform 
(HAP). The rest of this section consists of the geometry model, 
channel model, and transmission system. 

A. Geometry Model  

The geometry model of the downlink transmission in the 
presence of LOS is illustrated in Fig. 1. It is assumed that the 
user motion with speed 𝜈  follows a straight line 𝐴𝑂𝐵 . The 
distance 𝑑  denotes the minimum distance from the transmitter 
to the determined user path 𝐴𝑂𝐵 . The Direction of Arrival 
(DOA) of the LOS link is defined as 𝜃 ∈ (−90°, 90°) , 
whereas the angle between the LOS link and the velocity 
vector 𝜐  is denoted as the elevation angle 𝜓 ∈ (0°, 180°) . 
Thus, 𝜃 + 𝜓 = 90°. 

 
Fig. 1 The downlink geometry model in the presence of LOS 

B. Channel Model 

On a SIMO transmission structure, the discrete time Rician 
flat fading channel at time index 𝑛 is modelled as  

 

𝒉 𝑛 =  
𝐾

𝐾+1
𝒉LOS [𝑛] +  

1

𝐾+1
𝒉NLOS [𝑛]        (1) 
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where 𝒉LOS ∈  ℂ𝑁,1and 𝒉NLOS ∈  ℂ𝑁,1 denote the LOS channel 
vector and the NLOS channel vector respectively. In addition, 
the Rician 𝐾 factor describes the relative power of the LOS 
channel w.r.t. the NLOS one. 

Assuming a static HAP, the LOS channel vector becomes 
[7] 

𝒉𝐿𝑂𝑆 [𝑛] = 𝒂 𝜃 𝑒𝑗2𝜋𝐹𝐷𝑇𝑠  cos 𝜓  𝑛                    (2) 
 
where 𝒂 𝜃 , 𝐹𝐷  and 𝑇𝑠  are the steering vector, maximum 
doppler frequency, and symbol period respectively. 
Additionally, 𝐹𝐷cos(𝜓) is the Doppler shift. 

The NLOS channel vector are i.i.d. Rayleigh fading, where 
their second order statistics are described in [7]. Therein, the 
second order statistical autocorrelation matrix is independent 
between the time and spatial domain 

 
𝑹[𝑚] = 𝑅TD [𝑚]𝑹SD ∈ ℂ𝑁,𝑁                     (3) 

 
where 𝑹SD ∈ ℂ𝑁,𝑁express the spatial domain autocorrelation 
matrix. Additionally, 𝑅TD [𝑚] defines the second order time 
domain autocorrelation at time difference 𝑚.  

The spatial domain autocorrelation matrix depends on the 
scattering characteristics of the atmosphere. This means that 
depending on the behavior of the scattered waves, in general, 
the channel is spatially correlated. However, we assume the 
atmospheric effects introduces significant spreading on the 
propagating waves such that the fading is considered 
independent and identically distributed (i.i.d.), which yields  

 
𝑹SD = 𝑰                                      (4) 

 
where 𝑰 ∈ ℂ𝑁,𝑁 is an identity matrix. 

The time domain autocorrelation function follows the 
Clarks model 

 
𝑅TD  𝑚 = 𝐽0(2𝜋𝐹𝐷𝑇𝑠 𝑚 )                     (5) 

 
where 𝐽0 is the zero order Bessel function of the first kind. 

 For analytical tractability as given in [4][5], the Clarks 
autocorrelation function is approximated by the first order 
Auto Regressive (AR) process. Therefore, for i.i.d. Rayleigh 
elements 

 
𝒉NLOS [𝑛]= 𝜌𝑛−𝑙𝒉NLOS  𝑙 +  𝜌𝑘𝒓[𝑛 − 𝑘]𝑛−𝑙−1

𝑘=0         (6) 
 
where 𝒓 ∈ ℂ𝑁,1 is zero mean i.i.d. Gaussian random process 
with variance 𝜍𝑟

2 . Furthermore, 𝜌  yields the first order AR 
coefficient, which in this case  
 

𝜌 = 𝐽0(2𝜋𝐹𝐷𝑇𝑠)                          (7) 
 

C. Tranmission System 

The discrete-time baseband received signal at time 𝑛  is 
expressed as 

 
𝒚[𝑛] = 𝑥[𝑛]𝒉[𝑛] + 𝒗[𝑛] ∈  ℂ𝑁,1                (8) 

where 𝑥 ∈  ℂ1,1  is the transmitted symbol. Furthermore, 
𝒗 𝑛 ∈  ℂ𝑁,1 is Additive White Gaussian Noise (AWGN)  
modelled as i.i.d. zero mean complex Gaussian process with 
variance 𝜍𝑣

2. 
 The transmitted symbol sequence is transmitted on a  

frame-by-frame basis. Each frame constitutes 𝑃 training 
symbols followed by 𝐷 data symbols. Therefore, the symbol 
𝑥[𝑛] is either a training or data, which rely on the value of 
time index 𝑛.  

At the receiver, channel tracking is carried out by switching 
between Data Aided (DA) and (Decision Directed Mode).  In 
the DA mode, the 𝑃 training symbols are elaborated in order 
to achieve a satisfactory low MSE value. Then, the DD mode 
is executed based on the remaining 𝐷 received symbols in the 
frame. During DD mode, the data symbols are detected and 
serve as reference signal for the adaptive channel estimator. 
The channel estimator is implemented with the RLS algorithm.  

III. SIMO LS CHANNEL TRACKING ALGORITHM 
The SIMO LS channel tracking algorithm is the special 

case of the MIMO one discussed in [4]. Although [4] focuses 
on Rayleigh channel, the algorithm can be implemented on 
Rician channel in a straightforward manner. This is because 
the LS approach is independent of the underlying channel 
model.  

A. Algorithm 

On SIMO system, the LS channel estimator minimizes the 
following cost function [4] 

 
  𝛾𝑛−𝑖 𝒚[𝑖] − 𝒉 𝑛 𝑥[𝑖] 2𝑛

𝑖=1                     (9) 
 
where  0 < 𝛾 < 1 is the forgetting factor.  

The channel estimate is expressed as 
 

𝒉 [𝑛] =   𝛾𝑛−𝑖𝒚 𝑖 𝑥∗[𝑖]𝑛
𝑖=1    𝛾𝑛−𝑖𝑥 𝑖 𝑥∗[𝑖]𝑛

𝑖=1  −1 (10) 
 
The algorithm of the RLS SIMO channel estimation is given 
in the following steps [4]: 
 
Initialization: 
 
𝒉 [0] = 𝟎, 𝑃[𝑛] = 𝛿−1  
 
For 𝑛 = 1, 2, 3, … , end, do 
 
𝑞 𝑛 = 𝑃 𝑛 − 1 𝑥[𝑛] 

𝑘[𝑛] =
1

𝛾 + 𝑥∗ 𝑛 𝑃 𝑛 − 1 𝑥[𝑛]
𝑞[𝑛] 

𝒆[𝑛] = 𝒚[𝑛] − 𝒉 [𝑛 − 1]𝑥[𝑛] 
𝒉 [𝑛] = 𝒉 [𝑛 − 1] + 𝒆[𝑛]𝑘(𝑛) 

𝑃[𝑛] =
1

𝛾
 𝑃[𝑛 − 1] − 𝑘[𝑛]𝑞∗[𝑛]  

  
The block diagram of the RLS SIMO channel estimation is 

depicted in Fig. 2. It is seen that the channel estimate 𝒉 [𝑛] is 



 
used for symbol detection during DD mode. The symbol 
detector is based on the LS approach and involves hard 
detection. For detection purpose, it is defined  
 

𝑥 𝑛 =  
𝑥 𝑛 ,                     DA mode

𝒉 𝐻 𝑛 − 1 𝒚 𝑛 , DD mode
               (11) 

 
It is also evident that 𝒚[𝑛]  acts as the observation signal, 
whereas 𝑥[𝑛] works as the reference signal. 

 
Fig. 2 Block diagram of RLS SIMO channel estimation 

IV.  SYSTEM SIMULATION 
 The main goal of the system simulation is to obtain the 

BER performance of the RLS SIMO channel estimation in 
Rician fading. Since the RLS algorithm depends greatly on the 
assumed forgetting factor, we firstly determine the optimum 
forgetting factor 𝛾opt based on the analytical tracking MSE 
given in [5, eq. 14]. For simulation purpose, the application 
assumed is HST in Ka-band with frequency of operation 28 
GHz, train speed 385 kmph, real time MPEG video streaming 
at 2 Mbps, and Quadrature Phase Shift Keying (QPSK) 
modulation. This results in 𝐹𝐷𝑇𝑠 = 0.01 . The dependency 
between elevation angle 𝜓  and 𝐾  factor is taken from [2], 
which are  𝜓, 𝐾 =  10°, 0 dB ,  𝜓, 𝐾 =  60°, 10 dB ,  and 
 𝜓, 𝐾 =  90°, 20 dB . 

A. Optimum Forgetting Factor and Tracking MSE 

The BER is calculated based on the output of the symbol 
detector, which means only the DD mode is involved. 
Therefore,  before the algorithm switches to DD mode, the 
tracking MSE should be acceptably low at 𝑛 = 𝑃. From the 
observed MSE versus SNR, the value 𝑛 = 𝑃 = 100 seems a 
good choice. By using the first derivative of the analytical 
tracking MSE [5, eq. 14]. w.r.t. forgetting factor, the optimum 
forgetting factor versus SNR are obtained. The optimum 
forgetting factor curves and their respective tracking MSE are 
plotted in Fig. 3 and Fig. 4 respectively.  

For all scenarios of elevation angle and 𝐾 factor, it is found 
that  𝛾opt  decreases with increasing SNR. Increament of SNR 
means that the current received observation is less noisy. Thus, 
𝛾opt  is reduced to put less weight on old received snapshots.  

 

 
Fig. 3 Optimum forgetting factor, 𝑀 = 1 , 𝑁 = 5 , 𝐹𝐷𝑇𝑠 = 0.01 , 𝑛 = 𝑃 =
100 

 
Fig. 4 Optimum tracking MSE, 𝑀 = 1, 𝑁 = 5, 𝐹𝐷𝑇𝑠 = 0.01, 𝑛 = 𝑃 = 100 

It is also worth mentioning that lower elevation angle yields 
higher Doppler shift, consequently, higher time variation of 
the LOS component. This means that the old received 
snapshots becomes less correlated with current ones, which 
requires a reduced 𝛾opt . Moreover, in the  𝜓, 𝐾 =

 90°, 20 dB  scenario, the channel is practically constant 
where the disturbance mainly originates from AWGN. The 
value of  𝛾opt  stays close to 1 since it is required to average 
the noise power from the received observations. 

The behavior of the optimum tracking MSE curves, seen in 
Fig. 4, are similar to their respective optimum forgetting 
factor ones. However, it is important to note that the existence 
of Doppler shift increases the tracking MSE by one order of 
magnitude. This is justified by the two top-most curves as the 
tracking MSE for  𝜓 = 60°is approximately equal to the case  
𝜓 = 10°, although the Doppler shift of the former is 50% less. 

B. Bit Error Rate 

Lastly established in Fig. 5 is the BER performance of the 
LS SIMO channel estimation, where the chosen 𝛾opt  are taken 
from Fig. 3. It is assumed that the frame length is 𝑃 + 𝐷 =
500 . The simulation is averaged over 15000 independent 
channel realizations. 

The BER of the constant channel scenario  𝜓, 𝐾 =
 90°, 20 dB  resembles that of AWGN, as this is also verified 
from our previous description concerning 𝛾opt ≈ 1 . The 
interesting view is for the remaining two scenarios, i.e. 
𝜓 = 60° and 𝜓 = 10°. At BER 10−4 , it is observed that the 
loss is approximately 7 dB, although it is previously found 
that the tracking MSE for those scenarios are indistinguishable.  



 

 
Fig. 5 Bit Error Rate, 𝑀 = 1, 𝑁 = 5, 𝐹𝐷𝑇𝑠 = 0.01, 𝑃 = 100, 𝑃 + 𝐷 = 500 

 
The reason is because the channel estimator is working in the 
DD mode, such that erroneous detected symbol propagates to 
the next one. For  𝜓, 𝐾 =  10°, 0 dB , the channel exhibits 
higher time variation of the LOS component as well as higher 
fading fluctuations due to a lower 𝐾  factor. By keeping the 
frame length fixed (𝑃 + 𝐷 = 500 symbols), the RLS channel 
estimator is less robust to the erroneous detected symbols. 

V. CONCLUSION 
 The system performance of the LS SIMO channel tracking 

in Rician fading is evaluated in terms of tracking Mean Square 
Error (MSE) and Bit Error Rate (BER).  Across the wireless 
coverage, it is found that the tracking MSE is increased by one 
order  of magnitude due to the elevation angle-dependent 
Doppler shift. The BER performance is as well position-

dependent, but the frame length also influence the robustness 
of the channel estimation to propagation error.   
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Abstract-In a country like Indonesia which still uphold eastern 

culture and religion norm, the content of FM broadcasting 
stations considered important for mentality development of the 
society. A committee on broadcasting in Indonesia has been 
established which has duty, among others, to manage complains 
on negative broadcasting content (actually not only FM 
broadcasting). In every province, there is similar committee. The 
local province committee responsibility is mostly covers a wide 
geographical area. Currently, the commissioners must visit the 
FM broadcasting studios in regents reside in a province to compile 
evidence when complains from society arise. In this paper, we 
propose a system to remotely monitor the content of FM 
broadcasting stations. By using this system, commissioners do not 
have to visit the stations complained by the society. They can 
monitor the broadcasting content from headquarter. Thus the 
proposed system offers cheaper solution than existing one. 

 
Keyword: broadcast, FM, remote, monitoring, system  

I. INTRODUCTION  
 
In a country like Indonesia which still uphold eastern culture 

and religion norm, the content of FM broadcasting stations 
considered important for mentality development of the society. 
Negative contents are believed will make people behavior tend 
to also negative, especially for youngster who can be easily 
influenced by things that surrounded them. 

In Indonesia, to manage FM broadcasting content, a 
committee on broadcasting (not only FM broadcasting 
actually) called Komite Penyiaran Indonesia (KPI) has been 
established with national coverage responsibility. In every 
province, there is similar committee. One of their duty is to 
manage complains towards the content of FM broadcasting 
stations. Reports followed-up by collecting evidences usually 
by visiting the FM broadcasting studios.  

The local province committee responsibility is mostly covers 
a wide geographical area. So, visits will be time and budget 
consuming. In this paper we propose a system to remotely 
monitor the content of FM broadcasting stations. By using this 
system, commissioners do not have to visit the stations while 
collecting evidences. They can monitor the broadcasting 
content from headquarter. 

The remainder of this paper is organized as follows. Section 
II briefly discusses related works. Section III presents system 
design. Section IV presents preliminary results. We conclude 
our paper and present the future works in Section V. 

 
II. RELATED WORKS  

 There are small numbers of FM monitoring products in the 
market. Three of them are Audemat FM Monitor[1], Deva 
Broadcast [2] and davicom[3]. But all of them mainly only 
offers the quality of signal monitoring. None of them offers the 
monitoring of the content of the FM broadcasting stations.  

The closest product to our proposed system is Audemat FM 
Monitor. It can only stream the FM broadcast audio, but doesn't 
store the broadcasting content. In our system, in addition to 
streaming, the audio can be stored locally to be played back 
remotely later. 

 
III. SYSTEM DESIGN 

 
In this section we describe system requirements and design. 

Before we proceed to system design, we begin our discussion 
with the system requirements. Some identified requirements 
are presented below.  It can connect to the Internet  It can be tuned remotely (via Internet) to any FM 

broadcasting frequency   It can store the audio of monitored broadcasting station 
content to local storage  The audio rate can be varied to suite storage capacity  Stored audio can be downloaded via Internet  The system must provide chunked recorded audio in order 
to divide a large audio files size into several smaller file 
sizes. Unreliable Internet connection can be a problem 
when downloading a large files, chunked audio files will 
make download more reliable   Stored audio can be played back remotely via Internet-
streaming   In addition to stored-audio streaming, system must also 
provide live streaming 

 
To satisfy the above requirements, we propose our system 

architecture as depicted in Figure 1.   
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A programmable digital FM tuner, called FM receiver from 
now on, placed in each of monitored geographical area (the 
coverage size usually follows regents size, but not always). The 
connection between FM receivers to headquarter is via 
Internet.  

When complain arise, the commissioner in headquarter send 
the command to the FM receiver to tune to the frequency of 
FM broadcasting station in discussion. The FM receiver will 
then change its tuning frequency accordingly. The broadcasting 
content will then be recorded to local storage. The recorded 
content can be downloaded or played back (via streaming) 
later. If preferred, real time audio streaming can be used by the 
commissioners to monitor broadcasting content. The stored 
audio content can be used as evidences for further legal action. 

 

  
Figure 1 Proposed FM Broadcasting Remote Monitoring System 

Architecture  
To further describe the system in details, Figure 2 show the 

more details on FM receiver built.  
 

 Figure 2 The system in more detail   
The FM receiver built is designed to be compact but 

powerful enough to perform all related processes. A mini PC 
will be used as the heart of the FM receiver system.  

The access from distance is made available by using http 
protocol via Internet connection between the FM receiver and 
the PC at headquarter. The Internet connection made available 
via Ethernet port at the mini PC. WiFi interface can also be 

provided. Considering the fact that there is possibility no local 
area network available, the mini PC will also be equipped with 
GSM modem by providing a GSM dongle (connected through 
USB port). Some, at least one, cellular operators offers 3G 
connection in almost all of Indonesia, so the connection is 
available for distance control via Internet. 

The connection via cellular network is not reliable as fixed 
networks. Anticipating failed big file size download, we 
provide chunked recorded audio. Chunked recorded audio will 
be smaller in size so downloading them via cellular network 
will have lower probability to fail. 

The size of chunked recorded audio files is adjusted by 
varying codec rate. Since we are only concern on the 
broadcasting content, not the quality, we can adjust the rate to 
the lowest available so that we can have the smallest file size 
but the conversation from the disk jockey (anchor) is still 
intelligible. The small file size also makes the successful 
download probability higher.  

There is another thing we have to consider when we use the 
cellular network for Internet connection. The cellular network 
provider usually applied a private IP address for each Internet 
connection point. This will be problem for our server because it 
means that our server will be behind a NAT server. It can't be 
accessed directly from the Internet. To overcome this, there are 
some solutions available to be used. 

To manage the stored audio files, we need to design a 
database, providing commissioner with the capability to select 
and download the required files. 

To provide streaming service, we build a streaming server 
(based on open sources products available) in the mini PC. An 
http-based protocol is used to transfer the information between 
client at the headquarter and the mini PC. 

A web interface will be provided also to enable 
commissioners performing some task such as tuning the FM 
receiver frequency, and streaming or downloading the audio. 

For the FM receiver itself, we use a programmable FM 
receiver chip. An Arduino is used to program and control the 
chip. GPIO interface of Arduino, can be used to control several 
programmable FM receiver chip. So if we want to monitor 
more than one FM broadcasting station, we can do it by 
attaching more than one programmable FM receiver chip.  

 
IV. PRELIMINARY RESULTS 

 
In this section we present the preliminary results of our 

system implementation.  
We have implemented the FM receiver using a 

programmable digital FM tuner from Sparkfun. It controlled by 
an Arduino. We managed to program and control the receiver 
locally. It means that we can control and manage the receiver 
via direct connection from a PC. We can change the tuning 
frequency to certain station available in our area. We have also 
implemented the audio recording function.  

Figure 3 below shows the FM receiver which still 
implemented in a breadboard. You can see the Arduino to 
control the programmable digital FM tuner. Connection to the 
PC is using a USB cable connected to the USP port in the PC. 



  
Figure 3 The FM receiver implementation  
V. CONCLUSSION AND FUTURE WORKS  

 The design of an FM broadcasting remote monitoring system 
was presented in this paper. The system features are the 
followings:  It can be managed via Internet  It can be tuned remotely (via Internet) to any FM 

broadcasting frequency   It can store the audio of monitored broadcasting station 
content to local storage  The audio rate can be varied to suite storage capacity  Stored audio can be downloaded and be played back 
remotely via Internet-streaming   It provide live streaming 

 
In the initial phase we have managed to implement locally 

controlled FM receiver and record the audio from the 
broadcasting station. 

In the future we will implement a complete system which 
can be managed via Internet. The design of the case will also 
perform to make the FM receiver compact and easy to install. 
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